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Abstract: Problem statement: Both developed and developing countries are thpmaason that
affects the world environment quality. In that caséhout limit or warning, this pollution may affe
human health, agricultural, forest species andystems. Therefore, the aim of this study was to
determine the monthly and seasonal variations ofPailution Index (API) at all monitoring stations
in Johor.Approach: In this study, time series models will be discdste analyze future air quality
and used in modeling and forecasting monthly futirequality in Malaysia. A Box-Jenkins ARIMA
approach was applied in order to analyze the ARlegin JohorResults: In all this three stations, high
values recorded at sekolah menengah pasir gudan@GRA0001). This situation indicates that the most
polluted area in Johor located in Pasir Gudang Ttindition appears to be the reason that Pasartgud
the most developed area especially in industritiVites. Conclusion: Time series model used in
forecasting is an important tool in monitoring aswhtrolling the air quality condition. It is useftd
take quick action before the situations worsemelong run. In that case, better model performasce
crucial to achieve good air quality forecasting. retwver, the pollutants must in consideration in
analysis air pollution data.

Key words. Air Pollution Index (API), time series modeling, ARA time series, air quality forecasting,
pollution data

INTRODUCTION by natural disaster like volcanoes Department of
Environment 2004 (Kalantaet al., 2007; Pirest al.,

Both developed and developing countries2008). Series of air pollution recorded all oves thorld
especially in Europe, America and Asia contributecreate the principal cause of dangerous effectusnaim
more in world environmental air quality status health for short term consequences. Meanwhile, air
(Karatzaset al., 2008). This air pollution can be found Pollution tends to increase earth risk on globatrmag
both either indoors, occur when the pollutantsgegp ~@nd greenhouse in long term consequences (Kurt and
in the buildings that could last for a long time or Oktay, 2010). i ) )
outdoors which the pollution located in the atm@sph There are five main pollutants that required our

; - attention that affecting the world environment ngme
For this reason, the pollutants can transport fiotiu as Particulate Matter (Pp), Ozone (@), Sculpture

travel far from the origin to other places easilizerefore, Dioxides (SQ), Nitrogen Dioxides (N§ and Carbon
air pollution is one of the major issues in the ld@nd  \15noxide (Cd) (Afrozet al., 2003). However, there is
become the fundamental pollution problem in manyspa simplest way in describing the ambient air quality
of the world (Kurt and Oktay, 2010). known as Air Pollution Index (API) Department of

This air pollutant usually caused by two main Environment, 2004. By index system with reference
factors, human-based factor such as open burningalues, API can easily detect the changes of ailityu
industrial processes, fuel burning vehicle and msp  (Siewet al., 2008).
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As for Malaysia, Department of Environment Air pollution index: The Air Pollution Index (API) is a
(DOE), Malaysia is responsible in monitoring andsimple generalized way in describing the air gualit
managing Malaysia’'s ambient air quality through astatus. It was calculated based on five main sktsro
network of 51 stations. Meanwhile, Alam Sekitar pollutants concentration namely Particulate Matters
Malaysia Sdn. Bhd. (ASMA) is an important (pp,), Sulphur Dioxide (S§), Nitrogen Dioxide
organization that responsible in collecting the air(Noz)' Carbon Monoxide (CO) and Ozone;(Orhen the

pollution data for DOE. For this study, monthly @& a4y AP| value recorded will be based the higtiegex
AP!'in Johor from 2000-2009 are analyzed. These 1Q54e The air pollutant index scale and terms used

I)loecjtsé dmc;?thlsyekrggin l\ﬁgeizt:h C%\;esri? tgrue deansgtatgzgescribing the air quality levels are shown in €ahl
(CA0001), Sekolah Menengah Vokasional Perdagangan _ o o )
Johor Bahru (CA0019) and Sekolah Kebangsaan Ismaff®*-Jenkins modeling: The Box-Jenkins is taken in
Dua, Muar (CA0044). honour of its discoverers, Box and Jenkins (19T6j)s
Given that all of the data are generated accolyling method is classified as linear models that capable

in the form of a time series. For that reason,riteoto ~ Presenting both stationary and non-stationary time
analyse the air quality, time series modelling andseries. Most of researchers use this model to &stec

forecasting is chosen in this study. This appromch univariate time series data. Box-Jenkins methoda is
selected to be used in air quality management p he practical importance in forecasting which inclusive
making future planning and helps to shape the baite Autoregressive (AR) models, the Integrated (I) niede
quality since time series analysis is the majok fas and the Moving Average (MA) models (Cryer and
researchers used in development (Cryer and ChaGhan, 2008).
2008). As for Malaysia, the research and developmen To obtain the model by the Box-Jenkins
of time series modelling and forecasting for momit9 ~ methodology, there are four steps that must be
air pollution are still limited. considered which are tentative identification, pagter
estimation, diagnostic checking and finally modegl i
MATERIALSAND METHODS used in prediction purposes. This step is the inambr
By using time series, this study aims to analyee t Procedure in order to determine the best ARIMA ntode

AP| performance. The time series approach usehiign t for time series data (Hanke and Wichern, 2008).

study is based on Box-Jenkins model. Box-Jenkins is ~ Autoregressive (AR), Moving Average (MA) and
referred as Autoregressive Integrated Moving Averag Autoregressive Integrated Moving Average (ARIMA)
(ARIMA) method. Until nowadays, a lot of researcher Models: Autoregressive (AR) model is suitable for
still use this model in many area of research bezdue  stationary time series data patterns. A pth-order o
result effectiveness in forecasting field (Wang &ng  autoregressive or AR (p) model can be written enftrm
2006; Ibrahimet al., 2009; Kumar and Jain, 2010). Eqg. 1:

Sampling sites: The Southern Region of Peninsular |, _
Malaysia, Johor has been chosen as the study site'
ASMA, 2006. There are four air quality monitoring
stations located in Johor. However only three  The current value of the series 8 a linear
monitoring stations, namely as Sekolah Menengahlr Pascombination of the p most recent values of its€lie
Gudang Dua (CA0001), Sekolah Menengah Vokasionatoefficientqy is related to the constant level of series.
Perdagangan Johor Bahru (CA0019) and Sekolah For AR models, forecast depend on observed
Kebangsaan Ismail Dua, Muar (CA0044) has beewalues in previous time periods. Meanwhile, the
chosen in this study. This is because the datairobtadependent variable ;yof Moving Average (MA)
from monitoring station in Sekolah Menengah depends on previous values of the errors rather tha
Kebangssan Perling, Tampoi (CA0051) has beefne variable itself. MA models provide forecastsypf
eliminated since the monitoring station change fromyased on linear combination of a finite number astp
Tampoi to Kota Tinggi in 2008. This make the daté n gryors. The errors involved in this linear combioat

valid to be included in this study within the tim&nge 1,46 forward as well. A moving average with gth-arde
stated. Between these three stations, stationedcatt , \1a (q) model takes the form Eq. 2:

Pasir Gudang is an industrial town make the human-

based factors increase. As the result, Pasir Gudang B 5

recorded as the highest polluted area in Johor. i S R (2)
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Table 1: Air Pollution Index (API) . _ The model can be abbreviated as SARIMA (p, d, q)
AP scale Alr quality (P, D, QF where the lowercase for non-seasonal part
0-50 Good meanwhile the uppercase for seasonal part. The
51-100 Moderate . .

101-200 Unhealthy generalized form of SARIMA model can be written as

201-300 Very unhealthy Eq. 6:

301 and above Hazardous

_ _  ¢,(B)®,(B°)1-B)'@1-B)°Y, =0,(B)0(B) %,  (6)
A mixed between autoregressive and moving
average terms develop Autoregressive moving Averag@yhere:
Model (ARMA). The notation is ARMA (p, q) where, p
is the order of the autoregressive part and gdtider ®,(B)=1-@B-¢,B*-...- B
of the moving average part which represent thisetod ,(B) =1- 0B -0 B ...~ ) B
The ARMA (p,q)) is in the form below Eq. 3: 0,(B)=1-6,8-6,8°~...-0 B°

0,(B)=1-0,B°-0 B*-..-0 B
YiZ@Q+@Y +@Y o+ +0Y 3)

+e, =0, —0L ,—...70& , M easur e of accuracy: For identification of the models

performance, the criteria chosen are the Mean Alsol

Error (MAE), the Mean Absolute Percentage Error

MAPE), the Mean Square Error (MSE) and the Root
ean Square Error (RMSE). Given as:

A wide variety of behaviors for stationary time
series can be described by ARMA models. Sinc
ARMA is a mixture of AR and MA, the forecasting is

depend on both current and past values of respoase n .
well as current and past values of the residuals. 2V m Y
. . . MAE=—L 1
Set of data could be a non-stationary time series n
data patterns since the data did not fluctuate ratc
constant level or mean. One way to make the data I VRV
stationary is by taking the difference. Therefoifee hI ‘Y
series of data generally donated aafier difference is MAPE = * Ix10
said to follow an integrated autoregressive moaverage n
model, ARIMA (p, d, g). Normally for practical pwge, L2
the difference would be one or at most twe2d > L(Yr -y ‘j
By considering d = 1, we can obtain ARIMA MSE= —————
(p,1,q) process withhgy,=W; or may written as \#y,—
Y1 Then, (3) becomes Eq. 4: T\2
ZL[YI —Ylj
W, =@W + QW ,+...+ QW+ 4) RMSE n
g =0g =08 ,—... -0 Where:
y¢ = The actual value at time t
Rewrite (3) as Eq. 5: y, = The fitted value at time t
n = The number of observations
=(1+ +(@, - +(@,— +...
Y (_1 (pl)YH_((pz (pl)Y"z_ (@370 s 5 The smallest values of MAE, MAPE, MSE and
O =G )Y o= @Y it (5} RMSE are chosen as the best model to be used in
01 =027 0 forecasting.

RESULTS
Seasonal ARIMA model (SARIMA): The Box-

Jenkins approach for modeling and forecasting has t All the computations involved in this researchéav
advantage in analyze the seasonal time series ltata. been performed by using MINITAB version 14. Before
this case where the seasonal components are ingludeapplying the ARIMA model, the out sample of APl aat
the model is called as seasonal ARIMA model orwill be kept out that will be used as to check the
SARIMA model. forecasting performances based on models built.
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Fig. 1: Averages of monthly mean API in stations0DA1, CA0019 and CA0044
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APl raw data plotss The data used in this study seasonal and non-seasonal can be identified.

obtained from Johor continuous air quality monitgri However, before choosing the coefficient valueg, th

located at Sekolah Menengah Pasir Gudang 2stimation output must satisfy the significant eria

(CA0001), Sekolah Menengah Vokasional Perdagangal the next step, model checking.

(CA0019) and Sekolah Kebangsaan Ismail Dua, Muar

(CA0044) from January 2000-December 2009. Model checking and forecasting: By using Ljung-Box
The data divided into two samples data set, irfest and checking the p-value of the coefficiementthe

sample and out sample. The in sample data sedignificant model can be determined. Without takime

contains 108 data (January 2000 until Decembegonstant value into the model, the possible modétd

2008) meanwhile the last 12 data (January untikor each station satisfied both of these tests.

December 2009) as out sample used to test the model Then, the process continues to calculate the

performance. The time series plots of these threg, .. ino values based on satisfied model. Theltre
stations are shown in Fig. 1 with the air quality .
shows in Table 2-4.

recorded for this station within good and moderate . )
health condition. Forecasting ARIMA model: The best model is chosen

The time series plot illustrate that the data havé@sed on the smallest values of accuracy measurefsen
seasonal pattern which indicates that the data norfor station CA0001 and CAQ044, the best model to
stationary (Hanke and Wichern, 2008). In that c#se, describe the API trend is the same, i.e., SARIMAL(QL)
differencing process is necessary to obtain thd0, 1, 1}% The model can be written as:
stationary data set before model development can be

made. By taking difference d = 1 for non-seasonal a Y =Y, +Y Y ste —0e —0Oc ,+00e
D =1 with S = 12 for seasonal then the data become _ _ _
stationary series. As stated before, there are thmain Meanwhile, the APl model for station CA0019 is

stages in building ARIMA model before used in SARIMA (1,1, 0) (0, 1, I}. Thus, the model equation is:
forecasting, tentative identification, parameter
estimation and diagnostic checking. Yo=Y +Y ot @ =Y e — OB,

Modéel identification: Based on stationary series, the Based on this final model for each station, it \é
Autocorrelation (ACF) and Partial Autocorrelation ysed in forecasting API values within in-sample and
(PACF) were examined to determine the besfut-sample data set.

combination order of ARIMA model for each data set.
The ACF and PACF of each data set shows in Fig. 2.

. DISCUSSION
The possible models are:
Sekolah Menengah Kebangsaan Pasir Gudang Dua,
(CA0001): Based on the result shows in Table 2-4, it shows
SARIMA (0, 1, 1) (1, 1, OY the performance by using ARIMA model in forecasting
SARIMA (0, 1, 1) (0, 1, T¥ out-sample data set. In general, this ARIMA metisd

Sekolah Menengah Vokasional Perdagangan Joh&@pable in monitoring the air pollution situation.
Bahru (CA0019):

SARIMA (1 1 O) (1 1 d.)z Table 2: Out-Sample forecasting performance inostafA0001

T T Model MAPE MAE MSE  RMSE
SARIMA (1, 1, 0) (0, 1, 11)2 SARIMA (0, 1, 1) (0, 1, 77 11.0793  5.3910 37.7595 6.1449
SARIMA (0,1, 1) (1, 1, d)2 SARIMA (0, 1, 1) (1, 1, OF 11.8042 57694  44.4996 6.6708

SARIMA (0, 1, 1) (0, 1, T¥ _ g
Sekolah Kebangsaan Ismail Dua, Muar (CA0044): Table 3: Out-Sample forecasting performance incsta€A0019

Model MAPE MAE MSE RMSE
SARIMA (1, 1,0) (1 1, 0F , 1,07 15.2816 7.0643 76.0499 8.7207

SARIMA (1, 1,0) (1, 1
SARIMA (1, 1, 0) (0, 1, ¥ SARIMA (1,1,0) (0, 1, I} 9.9936 4.1238 21.8991 4.6796
SARIMA (0, 1, 1) (1, 1, OF SARIMA (0, 1,1) (1, 1, 0f 19.1304 8.8687 120.6870 10.9858
SARIMA (0, 1, 1) (0, 1, 11)2 SARIMA (0, 1,1) (0,1, £¥ 9.7684 4.2197 23.8244 4.8810

When the tentative model is identified, the negpss to

. - . Table 4: Out-Sample forecasting performance incstaA0044
achieve the most efficient estimates of the pararnet

Model MAPE MAE MSE RMSE

o SARIMA (1, 1,0) (0,1, ¥ 12.1994 5.4216 49.1311 7.0094
Model estimation: Then, based on ARIMA model, the sarRIMA (0, 1,1) (2,1, 0f 11.3230 5.1043 38.6163 6.2142
1,1 (0,1

arameter of each coefficient in AR and MA for both SARIMA (0, , T} 10.4403 4.8390 33.4881 5.7869
574
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PACF for stationary CA0001 API data
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ACF for stationary CA0044 API data
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Fig. 3: Averages of monthly mean API in stations0DA1, CA0019 and CA0044

The actual values and predicted values time As demonstrate in Fig. 2, in October 2006, there
series plot for stations CA0001, CA0019 andare extreme values clearly shown in station CA0019
CA0044 shown in Fig. 3.Moreover, based on timeand CA0044. According to annually DOE report,
series plot in Fig. 3, it also demonstrate the baia of Malaysia experienced short periods of slight to enatd
ARIMA model in analysis the seasonal data patterrhaze from July until October mainly due to tranarimtary

occurred in air quality which is the comparison pollution Department of Environment, 2006.
between actual and predicted values.

Additionally, based on the time series plot for CONCLUSION
these three stations in Fig. 2, it generally shbat t
the API values within the consideration values, djoo In this study, the time series analysis and

and moderate between 30-80. The time series ptot fdorecasting be used to analyze the Air Pollutiodebn
API forecasting model in Sekolah Menengah Pasi(API) in Johor. It is caused that this method haerb
Gudang Dua (CA0001), the seasonality data recordegroven as an effective way in most of research.area
is more stable without any extreme value comparedloreover, the ARIMA model has become the most
to the other stations. popular methods in forecasting.
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By looking at the accuracy measurement in finallbrahim, M.Z., R. Zailan, M. Ismail and M.S. Lola,
model chosen, high values recorded at Sekolah 2009. Forecasting and time series analysis of air
Menengah Pasir Gudang Dua (CA0001). This situation  pollutants in several area of Malaysia. Am. J.
indicates that the most polluted area in Johortestan Environ. Sci., 5: 625-632.
Pasir Gudang. This condition appears to be theoreas DOI:10.3844/ajessp.2009.625.632
that Pasir Gudang is the most developed area edlyeci Kalantari, K., H.S. Fami, A. Asadi and H.M.
in industrial activities. Mohammadi, 2007. Investigating factors affecting

In summary, the time series model used in environmental behaviour of urban residents: A case
forecasting is an important tool in monitoring and  Study in Tehran city-Iran. Sci. Technol. Sustainab.

controlling the air quality condition. It is useftd take Middle East North Africa, 6: 355-368.
quick action before the situations worsen in thegleun.  Karatzas, K.D., G. Papadourakis and |. Kyriakidis,
In that case, better model performance is crusiathieve 2008. Understanding and forecasting atmospheric
good air quality forecasting. Moreover, the polhitamust quality parameters with the aid of ANNSs.
in consideration in analysis air pollution data. Proceedings of the IEEE International Joint
Conference on Neural Networks, Jun. 1-8, |IEEE
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