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ABSTRACT

Bus architectures are a neccessity for today’s System-On-Chip (SoC) design.
Current SoC design is getting more complex with additional features and functions.
The bus architecure arbitration need to handle requests from multiple cores where
this will ultimately becomes a bottleneck to the bus architecture performances.
Most Intellectual Property (IP) designs today use bus protocol such as Advanced
Microcontroller Bus Architecture (AMBA) Advanced High-performance Bus (AHB)
and are facing such limitations. The ability for an IP core to be reusable in Network-on-
Chip (NoC) based SoCs is highly desirable. The solution is to implement the AMBA
Advanced eXtensible Interface (AXI) to NoC bridge which emulates the bus protocol
and convert it to NoC protocol and vice versa, enabling quick migration of IPs cores
designed for a traditional bus architecture to the NoC architecture. In this work, a bus-
to-NoC bridge has been designed. The bus-to-NoC bridge converts the AMBA AXI
bus protocol to NoC protocol and sends through NoC interface, achieving performance
gain comparable to the traditional AMBA bus architectures. The advantages of bus-
to-NoC bridge architecture includes 1. Two times performance gain in terms of
latency and throughput compared to tranditional bus architectures. 2. Supports various
AXI command signals such as protection unit supports information signals, Atomic
operations signals, error response encoding for AXI and ordering rules signals. 3.
The ability to support burst for memory access. This enables the migration of bus
architectures to NoC architectures, which will likely be the future design trend.
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ABSTRAK

Bus arkitek memainkan peranan penting dalam dunia System-On-Chp (SoC)
pada masa kini. Seni bina SoC menjadi semakin kompleks disebabkan oleh
bertambahnya fungsi-fungsi baru. Dengan ini arkitek bus tradisi kena mengawal
permintaan daripada pelbagai ejen-ejen dan ini telah menyebabkan pretasi bus tradisi
tersekat. Kebanyakan seni bina IP hari ini menggunaken protokol bus seperti
"Advanced Microcontroller Bus Architecture" (AMBA) Advanced High-performance
Bus (AHB) mengalami limitasi ini. Kebolehan IP untuk diguna semula di Network-
on-Chip (NoC) berdasarkan SoC adalah sangat diingini. Penyelesaiannya adalah
melaksanakan satu seni bina jambatan IP bus iaitu AMBA "Advanced eXtensible
Interface" (AXI) kepada NoC. Ia mengemulasikan protokol bus dan menukarkannya
kepada protokol NoC. Ini akan membolehkan imigrasi dari IP bus tradisi kepada
NoC arkitek dalam masa yang singkat. Projek ini, satu bus kepada NoC telah
direka. Bus kepada NoC seni bina ini menukarkan protokol bus kepada NoC paket
dan menghatarken kepada NoC, and prestasi NoC ini adalah lebih baik bebanding
dengan seni bina bas tradisi. Kelebihan seni bina arkitek bus-to-NoC ini termasuk
1. Pretasi adalah dua kali ganda lebih baik berbanding dengan seni bina bas tradisi
dari segi pemprosesan dan "latency". 2. Menyokong pelbagai isyarat seperti isyarat-
isyarat perlindungan, isyarat-isyarat Atomic, isyarat-isyarat ralat untuk AXI dan
isyarat-isyarat "ordering". Kelebihan-kelebihan ini membolehkan seni bina bus tradisi
menukar kepada seni bina NoC, memandangkan ia akan menjadi seni bina untuk masa
depan.
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CHAPTER 1

INTRODUCTION

Most of current system-level digital designs are developed based on the concept
of bus architectures. Bus architectures have successfully been implemented in virtually
all complex System-On-Chips (SoCs) [3]. Traditional bus architectures such as
Advanced Microcontroller Bus Architecture (AMBA) Advanced High-performance
Bus (AHB) bus specification is designed to be used with central multiplexor based
interconnections method, shown in Figure 1.1. In this method, more than one bus
masters can drive out the address and control signals indicating the transfer that they
wish to perform. As current SoC design is getting more complex, the bus architecure
needs to handle requests from multiple agents where this will ultimately becomes a
bottleneck to its performances. In such circumstanses, Network-On-Chip (NoC) [4]
architectures appears to be a more attractive solution for future digital designs.

1.1 Network-on-Chip: A Scalable On-chip Interconnect

Various research studies [5] have shown that the feasibility and advantages of
NoC over traditional bus architectures. Table 1.1 shows the NoC developed by Arteris,
has significant advantages over traditional bus architecture in terms of maximum
frequency, peak throughput and also system throughput [5].

1.2 Problem Statement

Even though NoC will likely to become the future trend of digital design
architecture, almost all the industrial-driven SoC designs today are standard bus
architectures such as ARM architectures (AMBA AHB), Open Core Protocol (OCP)
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Figure 1.1: Multiplexor Connection

Table 1.1: ArterisTM. A comparison of Network-on-Chip and Busses.
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and Altera Avalon, to name a few. As the industry is driving towards shorter time to
market for a product, the ability for an Intellectual Property (IP) cores to be reusable
in NoC-based SoCs is highly desirable. The solution is to implement a design which
emulates the bus protocol and convert it to NoC protocol and vice versa, enabling quick
migration of IPs cores from traditional bus architecture to NoC architecture while still
benefit from the advantages of NoC architectures.

1.3 Objectives

Based on the existing bus-to-NoC architectures, the objective of this project is
to achieve the following improvements:

1. Develop a bus-to-NoC bridge design which emulates the bus protocol for
connection to NoC routers. The bus protocol for this project is AMBA 3
Advanced eXtensible Interface (AXI) [1].

2. Analyze the performances of the bus-to-NoC bridge emulation compared to the
AMBA AXI bus architecture. The performance for writes, reads and responses
through the bridge will be analyzed.

The intention for this analysis is to ultimately prove that bus-to-NoC bridge design
with NoC that is able to have a better performance than traditional bus architecture for
certain configurations.

1.4 Scope of Work

This project’s aim is to develop a new bus-to-NoC bridge design based on the
objectives stated above. The micro-architecture level for the design is defined for the
bus-to-NoC bridging. Functional blocks are created to partition out the functions that
are required to be done by each sub-blocks and is implemented and tested in Verilog
[6] environment. Hardware implementation on FPGA is out of the scope for this
project. The design is intended for ASIC implementation, in this project it is limited
to architectural Proof of Concept (PoC) using VCS software from Synopsys [7].
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1.5 Methodology

A bridge’s tasks is to take in the bus master’s outputs and converts the requests
to NoC protocol packet before passing it to a NoC router. Subtasks that need to be done
include converting bus protocol to NoC protocol and, packing the request and decoding
the destination on the NoC interface. The packet will be sent to the destination router
through the NoC interface. The bridge receives the NoC packet from the destination
router and converts it from network packet protocol back to bus protocol before sending
it to the bus slave. The bridge performs bus emulation work where the NoC interface
remains transparent to the bus master and slave.

In this project, Verilog testbench is used to setup the eco-system which consists
of bus, NoC router interface and bridge designs. The bus-functional-modules, which
behaves like a bus master are developed and it is used to initiate and send requests to the
bus-to-NoC bridge. The BFM bus slave are also developed, for providing responses to
bus master’s request and receiving and handling requests that are sent from the bridge.

Synopsys VCS tool is used to setup the design environment and the whole
testbench. The NoC routers from previous works [2] are instantiated as part of the
design environment.

1.6 Report Organization

This report is organized as follows.

Chapter 2 discusses about the existing works that has been done on bus-to-NoC
emulation designs.

Chapter 3 discusses about the propsed wrapper architecture and implementa-
tion details of the design, and explain the implementation choice taken.

Chapter 4 discusses the experimental setup and general framework of the
overall design, and tools that is used to implement the design.
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Chapter 5 shows the implementation results and analysis of the design.
Performace analysis is also done on the bus-to-NOC design and is compared to normal
bus architecture.

Chapter 6 derives the conclusion for this IP Wrapper for bus-to-NoC Emulation
project based on the results obtained.
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