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ABSTRACT

Software development process (SDP) and Softwardupts are like two
sides of a coin. We cannot achieve one without herotToday, in our software
industries, monitoring software process is veryllehging. Many problems of
software process monitoring are hampering the tali our software products.
Several researchers in this area contributed theota on addressing process
monitoring issues using quantitative techniques.this study, we address the
problem of detecting software process deviations aagesult of variations,
investigating the causes of variations in softwaezess, and the problem of process
measurement. In addition, the study focus on case peview process (CPRP). The
first two problems can be addressed using one ef ghwerful quantitative
techniques known as statistical process controCjSFAIso, control charts would be
used in this study as it has been proved to beobribe suitable tools of SPC in
monitoring process issues. As we know, the moredigfwe found during SDP, the
less quality of the software product. Thereforés gtudy considers defect density as
the metric to be use due to its significance iredaining product quality. In order to
have good analysis, this study conduct a case stadipoth Capability Maturity
Model (CMM), lower and higher maturity levels softve industries. On the other
hand, to handle the problem of process measureraeequential Strategy for
Process Measure (SSPM) is proposed. This stragegydluated by Instrument for
Evaluating Software Measurement Repository (IESMR) Normative Information
Model-based System Analysis and Design (NIMSAD)mieavork. Based on its
evaluation, the strategy is similar to IESMR buffati in selecting measures,

therefore it can be use for process measurement.
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ABSTRAK

Proses pembangunan perisian (SDP) dan produk gemslalah seperti dua
belah duit syiling. Kita tidak boleh mencapai s&émpa yang lain. Kini, dalam
industri perisian, pemantauan proses perisian Adaéngat mencabar. Banyak
masalah pemantauan perisian proses yang menghélsadgi produk perisian.
Beberapa penyelidik dalam bidang ini menyumbang&ugereka untuk menangani
ISu-isu pemantauan proses dengan menggunakan tekamikitatif. Dalam kajian ini,
kami menangani masalah ketidakstabilan proses tallér@pada variasi, menyiasat
punca variasi pada proses, dan masalah pengukwosesp Di samping itu, tumpuan
kajian adalah tertumpu kepada proses kajian koahrakbaya (CPRP). Dua masalah
pertama boleh diatasi dengan menggunakan salah tsktik kuantitatif yang
berkuasa dikenali sebagai kawalan proses sta{SHIC). Juga, carta kawalan akan
digunakan dalam kajian ini kerana ia telah terbolénjadi salah satu alat SPC yang
sesuai dalam memantau isu-isu proses. Seperti ¥#agtahu, lebih banyak
kecacatan didapati dalam SDP, kualiti produk pemisnenjadi berkurangan. Oleh
itu, kajian ini menganggap ketumpatan kecacatamagsebmetrik yang digunakan
kerana kepentingannya dalam menentukan kualiti yjroddalam usaha untuk
mempunyai analisis yang baik, kajian ini menjalankatu kajian kes di kedua-dua
Model Kematangan Keupayaan (CMM), yang lebih rendah lebih tinggi tahap
kematangan industri perisian. Sebaliknya, untukgeadalikan masalah pengukuran
proses, Strategi Jujukan Proses Langkah (SSPMyalcgkan. Strategi ini dinilai
dengan Instrumen untuk Menilai Repositori PengukuRerisian (IESMR) dan
rangka kerja Analisis dan Reka bentuk sistem bekasaModel Maklumat Normatif
(NIMSAD). Berdasarkan penilaiannya, strategi inialath sama dengan IESMR
tetapi berbeza dalam memilih langkah-langkah, dfehia boleh digunakan untuk

pengukuran proses.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Software development life cycle (SDLC) can be siyngdefined as the
sequence of stages or phases of developing softwhese phases are arranged in
cycle process in which the output of one phasepstito another in a cyclic manner.
Similarly, there are many standard SDLC models tha used by software
developers or engineers for developing softwaréesys (Fuggetta, 2000). Waterfall
model, spiral model, V-shape model are few exampleSDLC models. In addition
to these models, new models of SDLC such as ieravolutionary and agile exist

in order to improve software quality products.

However, these models of software development desdhe software
development process in terms of requirement arglyl@sign, coding and testing
phases of SDLC. Each model has its strengths dsaweleaknesses. Therefore, it
depends largely on the software organizations lecser choose the model that is
suitable for them to develop the appropriate andligusoftware product. But,
producing quality software is very challengingoiner words, it is not a very simple

activity.
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Moreover, in order to develop good quality softwgre@duct, we need to
investigate the process of developing the softWaoggetta, 2000). This is because;
software process and software products are like siles of a coin. We cannot
achieve quality software product without qualityte@re process. Therefore, there is
a need to monitor and improve software developmentess. Based on the studies
of (Florac and Carleton, 1999), variations may besent during the activities of
software development process. This is because a@tprocess may have one or
more inputs as well as outputs, and these outpat® hmeasurable entities or
attributes (Humphrey, 1989).

In the field of software engineering, we cannottooinwhat is not measured.
As a result of this, many statistical techniqueshsstatistical process control (SPC)
plays a very important role in managing and cohbtglthese attributes. In other
words, control charts of SPC can help us to detegmvhether a process is under
control or not by calculating the control limits s to visualize the process
behaviour over time. As a result of this, many aesleers shared their experience on

implementing this quantitative technique withinte@fre domain.

Even though SPC is used in manufacturing prodessxample, (Mahesh
and Prabhuswamy, 2010) used SPC to reduce proeesdility in manufacturing
process. But, according to (Shewhart, 1930), SRCbeaused in many other fields.
Since that time until today, there is increaseregeby many researchers in using
SPC within software domain in order to improve wafte development process.
Recently, a study on the use of control chart tprowe software development
process was conducted by (Pandeiral, 2013). Also, (SrinivasaRaet al, 2012)
conducted a study on assessing software reliahitpyg SPC. However, SPC has
proven to be effective statistical method in nolycsoftware engineering area but

also, in many areas such as engineering and medicin
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However, this study focus on code peer review m®dECPRP). This is
because; the process is one of the backbone sefpwvacesses that play a vital role
in ensuring good quality software products. Staim the CPRP to behave
consistently would enhance the quality of the safewvproduct. Also, the selected
metric is relevant to the process because theyalirgeared towards achieving
guality products.

1.2  Problem Background

As the use of software in our daily life is incriegsday by day, the problem
of software quality is also increasing. Accordirg (Dupuis, 2004), the Software
Engineering Body of Knowledge guide emphasizesgb#tvare quality is one of the
challenging issues in the field of software engimge That is to say, developing
good quality software products that will meet besk goals is very challenging.
Therefore, to achieve software quality, the proasssd to develop or produce the
software products should be considered (Olebal, 1989). This implies that, the
quality of software depends largely on the quaditghe process used to develop the
software. In line with this, effective monitoringné controlling software
development process is one of the successful gathgroducing quality software
products.

However, monitoring and controlling software pra&es not a very simple
activity. Today, many researchers are working oitw&re process improvements.
Recently, (Pandaiet al, 2013), used control charts of SPC to improvevnf
process performanceDuring their study, they conducted a case studZapability
Maturity Model (CMM) level 4 software industry inhich they investigate the
industry’s software process behaviour. Similar{$atya Prasacet al, 2011),
proposed control mechanism (SPC) based on timeeeetwailures observations
using Half Logistic Distribution (HLD) and Modifiedviaximum Likelihood

Estimation (MMLE) to asses’ software reliabilityh@dy used SPC in inspection and
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testing process. Also, they used HLD and MMLE tedict time between failures

and SPC as a method to control the predicted tihtbeoprocess so as to produce
reliable quality software within budget and speifitime. But, as we know, a

software process for one project may not be apmtpto another project. These
authors did not clearly specify the project thadugable to use MMLE together with

SPC.

Similarly, additional effort was done by these eesbers; (Nguyeret al,
2012). In their study, they used SPC technique d@tea software performance
regression. As we know, performance regressionlgimpans that a new version of
software has worse performance than the previotsore To address this issue, the
authors proposed an approach to analyze performama@s across test runs using
control charts of SPC. Also, they used SPC in @est inspection process in which
their result shows that control charts can be wgedentify performance regressions

in software systems.

However, these authors; (Baldassateal, 2009) study the use of SPC for
software as systematic approach. They used SP@adaifisation and inspection
process. Also, they set many issues of softwaregsomonitoring and addressed the
issues using SPC. These authors suggested thatasafengineers can implement
SPC during process monitoring. At the end of teaidies, they concluded that SPC
IS a suitable statistical technique that can bed useaddress many problems of
process monitoring. But, there are many issuestetlao software process
monitoring such as the difficulty of identifying qaess deviations as well as their

causes.

In the studies of (Talibet al, 2010), they used different quantitative
techniques such as SPC in different phases of aodtdevelopment life cycle. These
authors did not consider the critical software psses that are suitable to use
statistical techniques. In addition, (Caivano, 208%udied the use of SPC for

continues software process improvements. In hiskwdris now necessary to
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measure, and control software process for the gerpb finding process variations

and eliminating them.

Moreover, (Tuanet al, 2006) proposed a new model (ABC model) for
improving software development process. As we knas¥ects can be found during
requirement analysis or design phase of SDLC ante8mes during testing, one of
the major strengths of this important model is dief@revention. But, this model is
focused on process prediction. We can only predizt is under control. More work

can be done on monitoring software developmentga®éor good quality product.

However, based on the studies of (Baldassetriad, 2009), software process
monitoring is still a challenging issue. Additiongdfort is required on monitoring
and controlling software process deviations andr tbeuses. But, software process
monitoring is a complex activity and is still onétbe issues that currently affects
software quality product. Nevertheless, the utiima of SPC in software process
monitoring is still an open issue. The problem ofgess measurement affects the
successful implementations of SPC. Difficulty ofesting appropriate metric; its
reliability as well as its selection for selectedmtoring process characteristics.
Also, the high intensive human nature in softwaeess can have a great impact on

SPC and monitoring effectiveness.

1.3 Problem Statement

Based on the work of (Baldassagtal, 2009), monitoring software process
stability is still an open issue in the field offtecare engineering. There are some
issues such as; process performance deviation atffi@tt software process, by
carefully monitoring these issues; we can imprdwe gtability and capability of the
process. Therefore, in this section, we describmesproblems which we plan to
address at the end of our study. These are asvigllo



1. Problem of detecting software process deviatiores r@sult of variations.

2. Problem of investigating the causes of variationsdftware process.
3. Problem of software process measurement for suctesSPC

implementations

Historically, SPC was used by many of researchemhiw software
engineering domain and proved to be effective qtaivie technique of process
monitoring and control. For example, (Lantzy, 19892d (Burr and Owen, 1996),
demonstrate practical application of SPC in soféevaetting in order to improve
product quality. However, SPC can help us to addifes above mentioned problems
and evaluate whether the process is under controlob by using control charts.
When the process is affected with either speciassignable causes of variations,
control charts will play a vital role of identifygnthese causes through the use control
limits. On the other hand, when these causes examddl limits, the process is said
to be unstable and the causes must be identifyelmihated. However, controlling
this process will improve software development pssc and contribute for the
production of good quality software products that meet customer’s satisfaction

or requirements.

14 Research Aim

The main aim of this research is to justify andlgsethe use of SPC in
software process monitoring and control. Also, toppse a strategy that would

support process measurement so as to achieve siidc@BC implementations.



15  Objectivesof the Study

In order to achieve the above mentioned aim, thectibes of this research

are as follows:

1. To analyse the use of SPC in CMM lower maturitytwafe industries for
process monitoring and control.

2. To propose a strategy that would support softwaoegss measurements so
as to ensure successful SPC implementations

3. To evaluate the proposed strategy using instrurfenévaluating software

measurement repository (IESMR) and NIMSAD framework

16  Scopeof the Study

In this research, we are going to see the effentise of using statistical
process control to improve software developmentgse based upon the use of the

following:

» Control charts of SPC
» Code peer review process (CPRP)
» Defect density as the metric to be used

* A case study on CMM lower and higher maturity lsvel

1.7  Significance of the Study

The significance of this important research is topriove software
development process, based upon the use of SPAidaehin order to ensure quality

software production for use in our industries ompanies as well as our academic
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environment. In other words, this research is vergortant in the sense that, it will
support CMM standard model of software process awgment for use in the

developing large and complex software systems.

Moreover, this study proposes a strategy that waqléy a vital role in
process measurement activities through its sequainseges. When this strategy is
followed accordingly, we can achieve accurate psgaeasurements for successful

SPC implementations.

1.8  Dissertation organization

This research is made up of six chapters. In Chdptee discussed about the
research introduction, problem background, probéstement and objectives of the
study. Similarly, Chapter 2 presents software dgwelent process, capability
maturity model, statistical process control as vadlthe literature review of the
study. In Chapter 3, we explained the research odelbgy in sequence of phases.
Moreover, Chapter 4 presents the result we obtdiyadilizing control chart of SPC
(u-chart) in lower CMM maturity level (level 2) sofare industry.

Furthermore, in Chapter 5, we discussed about sbfware process
investigation we carried out on CMM highest magutdvel (optimization) using u-
chart control charts of SPC. Also, the sequentrategy for process measurement is
proposed and evaluated in chapter 5. However, @haptpresents the study

contributions and future work.
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