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ABSTACT 

 

  

Spam detection is a significant problem which is considered by many 

researchers by various developed strategies. In this study, the popular performance 

measure is a classification accuracy which deals with false positive, false negative 

and accuracy. These metrics were evaluated under applying two supervised learning 

algorithms: hybrid of Artificial Neural Network (ANN) and Genetic Algorithm 

(GA), Support Vector Machine (SVM) based on classification of Email spam 

contents were evaluated and compared. In this study, a hybrid machine learning 

approach inspired by Artificial Neural Network (ANN) and Genetic Algorithm (GA) 

for effectively detect the spams. Comparisons have been done between classical 

ANN and Improved ANN-GA and between ANN-GA and SVM to show which 

algorithm has the best performance in spam detection. These algorithms were trained 

and tested on a 3 set of 4061 E-mail in which 1813 were spam and 2788 were non-

spam. Results showed that the proposed ANN-GA technique gave better result 

compare to classical ANN and SVM techniques. The results from proposed ANN-

GA gave 93.71% accuracy, while classical ANN gave 92.08% accuracy and SVM 

technique gave the worst accuracy which was 79.82. The experimental result suggest 

that the effectiveness of proposed ANN-GA model is promising and this study 

provided a new method to efficiently train ANN for spam detection. 
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ABSTRAK 

 

  

Pengesanan spam adalah masalah yang besar dimana ia dianggap oleh ramai 

penyelidik dengan pelbagai strategi-strategi yang telah dibangunkan. Dalam kajian 

ini, pengukuran prestasi yang selalu digunakan adalah ketepatan pengelasan yang 

berurusan dengan positif palsu, negatif palsu dan ketepatan. Metrik-metrik ini telah 

dinilai dengan menggunakan dua algoritma pembelajaran yang dikawal: Hybrid of 

Artificial Neural Network (ANN) dan Genetic Algorithm (GA), Support Vector 

Machine (SVM) yang berdasarkan klasifikasi kandungan spam di dalam email telah 

dinilai dan dibandingkan. Dalam Kajian ini, pendekatan pembelajaran mesin hibrid 

yang mendapat inspirasi daripada Artificial Neural Network (ANN) dan Genetic 

Algorithm (GA) untuk mengesan spam-spam dengan berkesan. Perbandingan antara 

ANN biasa dan ANN-GA yang telah dipertingkatkan dengan ANN-GA dan SVM 

telah dibuat untuk menunjukkan algoritma yang mempunyai prestasi yang terbaik 

dalam mengesan spam. Algoritma-algoritma ini telah dilatih dan diuji dalam set 3 

4061 E-mail dimana 1813 adalah spam dan selebihnya iaitu 2788 adalah tidak. 

Keputusan menunjukkan teknik ANN-GA yang dicadangkan memberi hasil yang 

lebih baik berbanding dengan teknik-teknik ANN yang biasa dan SVM. Keputusan 

dari ANN-GA yang dicadangkan memberi hasil ketepatan 93.71%, sementara ANN 

biasa hanya mendapat ketepatan 92.08% dan teknik SVM mendapat hasil ketepatan 

yang paling teruk iaitu 93.71%. Keputusan eksperimen ini mencadangkan bahawa 

keberkesanan model ANN-GA yang dicadangkan adalah cerah dan kajian ini 

memberi kaedah baru untuk melatih ANN dengan berkesan untuk mengesan spam. 
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CHAPTER 1 

 

 

 

 

 

INTRODUCTION  

 

 

1.1 Introduction 

 

A new channels of communication has offered by an internet to enable 

sending an e-mail to thousand of kilometers away. A lot of gates have opened by this 

middle of communication for actually free prevent e-mailing, reaching out to 

hundreds of thousands clients during seconds. Anyway, this independence of 

communication can be abused. A phenomenon of spam has increased in the last year 

and become a serious problem that will prevent the capability of communication via 

e-mail (Kågström, 2005). 

 

 

There is no a specific and suitable sentence that says what exactly the spam, 

even if every spam message will be rapidly recognized by email user. Merriam-

Webster Online Dictionary describes spam as “unsolicited usually commercial e-mail 

sent to a large number of addresses”. Many kind of commercial spam aim to express 

religious or political views, trick the aim audience with undertakings of fortune, 

spread senseless chain letters and infect the receivers’ computer with viruses. Most 

users agree that unsolicited mail is pubic frustration, even if one can talk over that 

what is unsolicited mail for one user can be an exciting email message for another. 

 

 

 



2 

 

Spam is usually economically beneficial to the sender; for this reason spam 

has become a critical problem. The low budget of e-mail as a communication 

medium virtually guaranties returns. Even though a little percentage of people reply 

to the spam advertising message by purchasing the product, this can be value the 

money and the time spent for sending unsolicited e-mails.  

 

 

Spam has growth over the last years. Up to this time, 86.6% of all e-mail 

messages are unsolicited mail, according to the Spam-o-meter website. And In 2005 

the total worldwide financial losses caused by spam were expected at $50 billion, in 

2009 the same value was expected already at $130 billion. The main problem 

concerning unsolicited mail is which it is the victim who is spends money for the 

spam in the field of their bandwidth, time and disk space. This will be very expensive 

even for a non-large corporation with only 20 workers who each receive 21 

unsolicited mail e-mails per day. If the classify and delete spam will takes 5 seconds, 

then the corporation will takes around 30 minutes daily to detect spam from non-

spam. 20 spam messages every day as the statistics shows is a very small number for 

a corporation that is critical to unsolicited mail. 

 

 

Increasing the flood of spam steadily requires a significant need to be 

managed. A many of on-going studies are attempt to solve the problem. However, 

there is an increasing necessity for speedily current anti-spam solutions to protect 

them because the most of e-mail users are restless. 

 

 

 

1.2 Problem background 
 

 

         Over the years, a numerous techniques have proposed by many researchers for 

handling and detecting the unsolicited mail to mitigate the influence of spam on 

different scopes such as wireless network and internet and e-mail users. Most of 

these researches aimed to extend and develop the accuracy of spam detection 

techniques. Different classifiers such as naïve Bayes, artificial neural network and 



3 

 

text compression have been proposed to handle and detect the spam. These classifiers 

are depending on probabilistic techniques and machine learning. In the following, the 

existing problems which are partially solved by other researchers are discussed.  

 

 

Many researches are founded in applying Artificial Neural Network (ANN). 

The major cons of ANN are that it needs considerable time to select the parameter 

and network training. On the other hand, ANN can detect very accurate results based 

on previous researches have shown that, which are from time to time more accurate 

than those of the symbolic classifiers. Özgür et al. (2004) also applied the tests that a 

full of 750 emails (410 spams and 340 non-spam emails) were implemented and a 

success rate of about 90% was done. Unfortunately, the existing ANN with poor 

parameter produces low detection rate.   These researches displayed that ANN can be 

effectively used for automatic email filing into mailboxes and unsolicited mail 

filtering.   

 

 

Özgür et al. (2004) proposed means of antispam dynamic checking for 

agglutinative languages in common and for Turkish in specific, depend on Bayesian 

filters and (ANN). There are two components for algorithms that adaptive. The first 

one categorizes the e-mails by using the roots and the second one deal with the 

morphology. The ANN has two structures, which are multi-layer perceptron and 

single layer perceptron, and they are dedicated and the binary and probabilistic are 

using to determine the inputon the network. Three approaches are dedicated for 

Bayesian classification, which are: probabilistic, binary, and advance probabilistic 

models. In the experiments, a total of 750 e-mails (410 spam and 340 non-spam) 

were used and a success rate of about 90% was achieved. 

 

 

A performance evaluation of different types of ANN presented by Silva et al. 

(2004) used to mechanically filter and classify real samples of web spam depend on 

their contents. Some of evaluated approaches which indicated by the result have a 

big potential while they are proper to deal with the problem and clearly outperform 

the state-of-the-art techniques. 
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          Support Vector Machine (SVM)  considered as a classification technique that 

doesn’t require a statistical data model to reduce the classification errors 

immediately. This method will be popular when developed to most of real world 

classification cases because of it has permanently high classification accuracy and 

uncomplicated implementation. Drucker et al. (1999) implemented the methods to 

spam filtering, testing it against three other text classification algorithms: Ripper, 

Rocchio and Boosting Decision Trees (BDT). Both BDT and SVM provided 

“acceptable” performances, with SVM given lower training requirements. 

 

 

         Christina et al. (2010) generated spam and non-spam message corpus from the 

latest mails and employed machine learning techniques to create the model. The 

efficiency of the model is estimated using 10-fold cross validation and observed that 

Multilayer Perceptron classifier out performs other classifiers and the false positive 

rate also very low compared to other algorithms. Email spam filters using this 

approach can be adopted either at mail server or at mail client side to minimize the 

quantity of unsolicited mail messages and to minimize the risk of productivity loss, 

bandwidth and storage usage. 

 

 

 

1.3 Problem Statement  

 

 

There are many elements to be considered in Artificial Neural Network 

(ANN), such as the number of input, hidden and output nodes, bias, minimum error 

and the type of activation/transfer function. All these elements will influence the 

convergence of ANN learning. There are some algorithms such as Genetic Algorithm 

that have been used to determine some parameters and supply the best pattern of 

weight in order to enhance the ANN learning. There is another problem with ANN, 

which existing algorithm without parameter tuning which gives poor detection on 

spam email and requires considerable time to select training rate parameter. 
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1.4 Purpose of Study  

 

 

The purpose of this study is to increase accuracy and reduce false positive 

and false negative to find optimum parameter for ANN with the use of optimization 

algorithm (GA) to efficiently train ANN for spam detection. 

 

 

 

1.5 Project Objectives: 

 

 

This study follows three objectives: 

 

i. Collect the dataset and select the most significant features. 

ii. Implement classical ANN and develop improved ANN by 

incorporating Genetic Algorithm. 

iii. Analyze effectiveness of improved   ANN by comparing with 

classical ANN and SVM.  

 

 

 

1.6 Project Scope: 

 

 

This research is focusing on increasing accuracy and decreasing false positive 

and false negative based on classification of Email content. The scopes of this 

research are as follow: 

 

 

i. Initially, spam detection is applied in improved ANN, support vector 

machine (SVM) based on email content. 

ii. The result of classical ANN and SVM will be measured in terms of 

false positive, false negative and accuracy.  

iii. Comparative will be done with support vector machine. 
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iv. The dataset will be collected from UCI Irvine. This website includes 

the datasets that are regarding to machine learning and intelligent 

systems (http://archive.ics.uci.edu/ml/datasets/Spambase). 

 

 

 

1.7 The Significant of Study 

 

 

Today, there is a need to detect spam in E-Mail because spam has fatal effect 

on E-Mail. Many works have been reported on spam detection in E-Mail. In this 

study, improving of neural network algorithm has been done to save time for 

parameter selection and to optimize network training in order to increase the 

performance of spam detection, and to evaluate the performance of ANN and SVM 

based on accuracy, false positive and false negative to show which one is suitable to 

be used in spam detection; the finding of this study are important to increase the 

performance of spam detection. 

 

 

 

1.8 Organization of Report 

 

 

The study consists of 6 chapters. Chapter one describes the introduction, 

background of the study, study objectives and problem statement, the scope of the 

study and its significant. The second chapter reviews available and related literature 

on Spam Detection, Artificial Neural Network (ANN), and Support Vector Machine 

(SVM). Chapter three describes the methodology of the study along with the 

appropriate framework. The fourth chapter provides the analysis of the preliminary 

findings of the study and conclusion of initial work. Chapter four discusses the 

process of implementation. Chapter five covers the statistical analyses of results. 

Finally, chapter six summarizes the whole study.  

http://archive.ics.uci.edu/ml/datasets/Spambase
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