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ABSTRACT 

Huge databases are being used in organizations to store data. These databases 

contain hidden patterns which can be discovered and used in the organizations. In 

this project, we applied data mining techniques to uncover the patterns in the 

circulation database of UTM library. In order to discover worthwhile patterns we 

followed knowledge discovery process (KDD) to transform row data to suitable 

format. Weka machine learning software was applied to do the data mining task. In 

this project, we studied two association rules mining algorithms, Apriori and 

FPGrowth. The later was used to discover some patterns among borrowed books. 

These patterns which are presented in a list can be used to make recommendations to 

patrons who are searching for a certain topic based on items that previously were 

borrowed together. In addition, a novel rule matrix was presented to store the found 

rules for future use. Both the list for recommendation and rule matrix are useful to 

construct a recommender system for users of UTM library. 
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ABSTRAK 

Sesebuah organisasi menggunakan pangkalan data yang besar untuk 

menyimpan data. Pangkalan data ini mengandungi pola tersembunyi yang boleh 

diterokai supaya dapat di implementasikan dalam organisasi tersebut. Dalam 

penyelidikan ini, teknik perlombongan data digunakan bagi mengenalpasti pola 

dalam pangkalan data sirkulasi Perpustakaan Sultanah Zanariah, UTM. Pola tersebut, 

dapat dikenalpasti melalui proses penemuan pengetahuan (KDD) bagi mengubah 

data mentah kepada format yang sesuai. Mesin pembelajaran perisian Weka, telah 

digunakan untuk melakukan tugas perlombongan data. Dalam penyelidikan ini, dua 

persatuan peraturan algoritma perlombongan, Apriori dan FPGrowth telah dikaji. Ia 

kemudiannya digunakan untuk mengenalpasti beberapa pola antara buku-buku yang 

dipinjam. Pola yang dibentangkan di dalam senarai, boleh digunakan sebagai 

cadangan kepada pengguna yang mencari topik tertentu berdasarkan bahan yang 

sebelum ini dipinjam bersama-sama. Di samping itu, matriks peraturan baru telah 

dibentangkan untuk menyimpan kaedah-kaedah yang didapati bagi kegunaan pada 

masa akan datang. Kedua-dua senarai cadangan dan matriks peraturan adalah 

berguna dalam membina satu sistem cadangan untuk pengguna Perpustakaan 

Sultanah Zanariah, UTM. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Recommendation system is a system that provides information on services, 

movies, music, news, tools, movies, books and web pages to users. The system 

analyzes the existing data to work out the recommendation list. This study can be 

done on previous user requests or on previous related searches in an existing 

database. In fact the recommendation system searches the database, finds data 

relationships and presents it to users. As a result, users can find what they are 

looking for, in a shorter time and with a strikingly higher precision. 

As the number of books in libraries increases, the quantity of available books 

in a certain topic also increases. Consequently, users might face loads of irrelevant 

data when searching for a book in a specific topic. They have to look at several 

books to find what they are seeking. Moreover, this strenuous toil would not always 

provide the users with the best available choice.  



2 

 

There are two common classifications for recommendation systems. First one 

is content-based approach. This technique focuses on content of items and their 

relation with each other. And preference-based approach, that uses collaborative 

filtering or other techniques, to find users with same interests, and make a 

recommendation list based on this (Huan-Ming, Li-Chuan et al. 2008). In next 

chapter we will talk about different kind of classifications and different approaches 

in detail. 

Nowadays recommendation systems are used in e-commerce, web services 

and web searching. These systems help people to find what they are looking for, in a 

shorter time. Also it can show them the best choice among a variety of items. Hence, 

it can fulfill their satisfaction which is a goal for all organizations. In this project the 

effort is to propose a book recommendation system model for UTM’s library as a 

case study. First, we will discuss about an appropriate way to find books which are 

related to each other. Next, we will propose a Recommendation model for users in 

UTM’s library. 

1.2 Problem Background 

There are more than 350,000 books titles in UTM’s library (UTM-library 

2010), and even more as the time pass. The variety of items might confuse users 

when they are searching for a subject. In this case they may take several books out 

of shelves and after spending their time revising them, before choosing one and 

leaving the other books. Consequently, librarians need to spend some time to put 

those books back in shelves. This is time consuming for both users and library staffs. 

It will be great for library management and also users to have a system to help users 

find what they need in a shorter time with less effort. 
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One of problems that library management faces, is returning books back to 

shelves(JianWei and PingHua 2008). Commonly, librarians do the shelving which is 

very time consuming task. For example, in UTM’s library 9 people do this duty 3 

times a day and it takes about 2 hours each time. On the other hand, figures show 

that number of library users increased from 33,164 members in 2006(UTM-library 

2007) to 42,534 members in 2009(UTM-library 2010). It shows that year by year the 

process of returning books to shelves will take more time, and requires more 

manpower. Also, books may be misplaced in shelves that can happen due to simple 

mistakes. In this case, finding such books is practically impossible for another user.  

Another important matter for library managers is customer satisfaction. To 

gain that, managers can provide library with more effective services. But to increase 

customer satisfaction, commonly there is a strong need to additional staffs, which 

inevitably depends on more budgets. Even without adding services it is natural to 

add library staffs, because the number of users and visitors
1
  is increasing (from 

870,000 visitors in 2006 (UTM-library 2007) to 1,080,000 in 2009 (UTM-library 

2010)). In this case library management needs to think about automatic services 

which do not need additional manpower. 

One of the services that libraries can offer to their users could be a system 

that utilizes collective experience of others to suggest best item to other users. In this 

case, users would be grateful if they could use other users’ experience for selecting 

books. Book recommendation systems in the library management play an important 

role to provide new services to patrons (Yongcheng, Jiajin et al. 2009). In addition, 

it can help to gain users satisfaction, without additional manpower. As a result, 

implementation of this system is satisfactory for both users and library management. 

                                                
1
 Here visitor means the total entering and exiting people during a year. For example a 

student can visit library 300 times during a year which will increase the total amount of visitors by 

300 in a year. 
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1.3 Problem Statement 

There is a huge database consisting of approximately one million 

transactions since 2007, which needs an appropriate strategy to extract hidden 

knowledge with minimum loss. The main challenge in designing a recommendation 

system is the data mining part, including preprocess and association rules mining. 

Moreover, the design of this system is important itself. It should have a user friendly 

interface, to provoke patrons to use it. In addition, it should be fast enough to 

respond to users’ query in a short time. 

1.4 Project Objectives 

1. To collect the information about borrowed book list and 

transactions from UTM’s library. 

2. To pre-process the data and prepare it for pattern discovery.  

3. To study and choose an appropriate technique for pattern 

discovery.  

4. To uncover transferable knowledge from the data in order  to 

present it to library’s members. 
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1.5 Project Scope 

1. The study will focus on postgraduates’ transactions in 

UTM’s library. 

2. The dataset will cover postgraduates’ transaction during 

2007- 2009. 

3. The study will use Weka software. 

1.6 Project Importance 

As it was mentioned before, in recent years, the number of library visitors 

increased. To cover this demand, the number of staffs increased too (from 150 in 

2006 (UTM-library 2007) to 170 in 2009 (UTM-library 2010)). More manpower 

means overload in costs, which managers try to avoid it. With implementation of 

Book Recommendation System, the library can provide users new service, without 

the need for additional staffs. And as well it can decrease the irrelevant books that a 

user takes out from shelves during a search for a certain topic, which will directly 

decrease the work hours of library staffs. As a result, Book recommendation system 

is a cheap, useful and important for UTM’s developing library in IT era. 
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1.7 Summary 

In this chapter, we discussed about the importance of recommendation 

systems importance in business. We explained how these systems work a total 

overview about content-based and preference-based approach for recommendation 

systems; and role of association rule mining in recommendation systems. Also, we 

explained some difficulties that library management faces to keep current services 

working and provide new ones.   Then we tried to highlight the importance of Book 

recommendation system for UTM’s library. We will talk about all these techniques 

and several important approaches in chapter 2.  
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