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ABSTRACT 

 
 
 
 
Document clustering has been investigated for use in a number of different 

areas of information retrieval. This study applies hierarchical based document 

clustering and neural network based document clustering to suggest supervisors and 

examiners for thesis.  The results of both techniques were compared to the expert 

survey. The collection of 206 theses was used and employed the pre-processed using 

stopword removal and stemming. Inter document similarity were measured using 

Euclidean distance before clustering techniques were applied. The results show that 

Ward’s algorithm is better for suggestion supervisor and examiner compared to 

Kohonen network.  
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ABSTRAK 
 
 
 
 

Dewasa ini, kaedah pengelompokan dokumen banyak diaplikasikan dalam 

bidang Capaian Maklumat. Kajian ini akan mengadaptasikan pengelompokan 

dokumen berasaskan Rangkaian Neural dan juga Pengelompokan Timbunan 

Berhirarki. Hasil pengelompokan ini dianalisis bagi mencari kaedah terbaik dalam 

pemilihan penyelia dan penilai dan dibanding dengan pemilihan yang dilakukan oleh 

pakar. Dokumen-dokumen yang dikelompokkan menjalani pra-pemprosesan 

termasuklah penghapusan perkataan yang tidak membawa makna dan mempunyai 

kekerapan yang tinggi atau stopword, pembuangan imbuhan atau stem, dan 

seterusnya pengelompokkan kata nama supaya tiada pengulangan perkataan yang 

sama. Seterusnya, keserupaan dokumen-dokumen selepas pra-pemprosesan akan 

digambarkan menggunakan jarak Euclidean. Hasil yang diperolehi menunjukkan 

algoritma Ward’s adalah lebih baik dalam pemilihan penyelia dan penilai berbanding 

algoritma Kohonen. 
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CHAPTER 1 
 
 
 
 

INTRODUCTION 
 
 
 
 
1.0 Introduction 

 
 
IR is a discipline involved with the organization, structuring, analysis, 

storage, searching and dissemination of information. A compact definition of the 

basic function of an information retrieval system (IRS) has been given by Lancaster, 

(1968): 

 
“An information retrieval system does not inform (i.e. change the knowledge 

of) the user on the subject of his enquiry. It merely informs on the existence (or non-

existence) and whereabouts of documents relating to his request.” 

 
Much of the research and development in IR is aimed at improving the 

effectiveness and efficiency of retrieval. Document clustering was introduced to IR 

on the grounds of its potential to improve the efficiency and effectiveness of the IR 

process. Jardine and Van Rijsbergen (1971) provided some experimental evidence to 

suggest that the retrieval efficiency and effectiveness of an IR application can benefit 

from the use of document clustering. The efficiency and effectiveness of an IR 

application was expected to increase through the use of clustering, since the file 

organization and any strategy to search it, take into account the relationships that 

hold between documents in a collection (Croft, 1978). Relevant documents that 

might have otherwise been ranked low in a best-match search will be (through inter-



 2

document associations) grouped together with other relevant documents, thus 

improving the efficiency and effectiveness of an IR system. 

 
 
 
 

1.2  Problem Background 
  
 
Document clustering has been applied to IR for over thirty years. The aim of 

research in the field is to postulate the potential of clustering to increase the 

efficiency and effectiveness of the IR process (Jardine & Van Rijsbergen, 1971; 

Croft, 1978). The literature published in the field covers a number of diverse areas, 

such as the visualization of clustered document spaces (Allen et al, 2001; Leuski, 

2001), the application of document clustering to browsing large document collections 

(Cutting et al., 1992; Hearst & Pedersen, 1996), etc.  

  

The main motivation for this work has been to investigate methods for the 

improvement of the efficiency and effectiveness of document clustering. One type of 

clustering employed in this study is hierarchical clustering; perhaps the most 

commonly used type of clustering in IR (Willett, 1988). This is a choice based on the 

more sound theoretical basis of hierarchical clustering. Jardine and Sibson (1971), 

Salton and Wong (1978) and Van Rijsbergen (1979) have identified three strengths 

of hierarchical methods. Firstly, such methods are theoretically attractive since they 

do not depend on the order in which documents are processed. Secondly, they are 

well formed, in the sense that a single classification will be derived from a given set 

of documents. And finally, hierarchic methods are stable, since small changes in the 

original document vectors will result in small changes in the resulting hierarchies. 

  

The application of hierarchical methods to IR (e.g. group average, complete 

link and Ward’s methods) was extensively investigated during the 1980s. The 

majority of the research work was carried out at Cornell University by Voorhees 

(1985a) and at Sheffield University by Griffiths et al. (1984, 1986) and also El-

Hamdouchi and Willett (1989).  
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More recently, information science researchers have turned to other newer 

artificial intelligence based inductive learning techniques including neural networks. 

This newer techniques which are grounded on diverse paradigms have provided great 

opportunities for researchers to enhance the information processing and retrieval 

capabilities of current information storage and retrieval systems. 

 

NN is another clustering technique applied in this study. Neural network 

models have many attracting properties and some of them could be applied to an IR 

system. Recently, there is a research tendency to apply NN in cluster document. 

Initially, Kohonen is an unsupervised NN which is mathematically characterized by 

transforming high-dimensional data into two dimensional representations, enabling 

automatic clustering of the input, while preserving higher order topology.  

 

In neural network models, information is represented as a network of 

weighted, interconnected nodes. In contrast to traditional information processing 

methods, neural network models are "self-processing" in that no external program 

operates on the network: the network literally processes itself, with "intelligent 

behavior" emerging from the local interactions that occur concurrently between the 

numerous network components (Reggia & Sutton, 1988). It is expected that the 

research on the application of neural network models into IR will grow rapidly in the 

future along with the development of its technological basis both in terms of 

hardware and software (Qin He, 1999). 

 

Neural networks computing, in particular, seem to fit well with conventional 

retrieval models such as the vector space model and the probabilistic model. 

Doszkocs et al. (1990) provided an excellent overview of the use of connectionist 

models in IR. A major portion of research in IR may be viewed within the 

framework of connectionist models. 

  

Essentially, thesis focuses solely on the retrieval effectiveness and efficiency 

of document clustering for suggestion of supervisors and examiners for thesis since 

there is not much research in this domain.  
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Each Computer Science student enrolled in the master program should 

produce a thesis before finishing his/her studies. This thesis contains a complete 

report of a research. 

 

Each thesis should have at least one supervisor and examiners to fulfil the 

requirement. This supervisor and examiners are selected either from FSKSM 

lecturers or any other person in who is expert in the thesis’s subject.  

 

A supervisor is responsible to guide student in doing research, and producing 

a valuable research whereas examiners evaluate the yield of research and to see 

whether students really understand his/her research. The evaluation from the 

supervisor and examiners shows the quality of a student’s research.   

 

Currently, the determination of supervisor and examiner is done manually by 

the coordinators. However, sometimes the coordinators are new and did not know 

much about the experience of lecturers in supervising and examining students in 

various areas. The selection process based on incomplete knowledge such as this 

sometimes may affect the quality of thesis produced by students. The major problem 

related to thesis performance is the student didn’t get an effective guidance from 

his/her supervisor because the supervisor is not the expert in the thesis’s subject.  

 

The weaknesses of such a manual system may affect the quality of research in 

the long term. 

 

Therefore, in this study, two clustering techniques are used, Kohonen 

clustering and Hierarchical clustering to give a better solution. Clustering result will 

be analyzed in order to find out the best techniques for the solution. Furthermore the 

implementation of mathematical algorithm makes the system more concrete without 

bias situation.  
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1.3 Problem Statement 
 
  

• Can document clustering be used for determining supervisors and 

examiners of thesis effectively? 
• Can Kohonen based document clustering perform better result than 

Ward’s clustering (one type of hierarchical clustering) for determining 

supervisors and examiners of thesis? 

 
 
 
 
1.4  Objectives 

 
 
The objective of this study is as follows:  

 

    1.   To represent index terms in document vector. 

 

 2.  To apply two techniques of clustering, Kohonen clustering and 

Ward’s clustering to improve the efficiency and effectiveness of 

suggestion for supervisors and examiners  

 

3. To analyze Kohonen network based document clustering and Ward’s 

based document clustering for suggestion supervisors and examiners  

 

4. To compare clustering techniques to use in the domain of suggestion 

of supervisors and examiners in FSKSM, UTM 

 
 
 
 

1.5  Project Scope 
 
 
Two clustering techniques will be applied in this study that is Neural 

Network clustering and Hierarchical clustering. The result of these two clustering 

will be analysed to find out the best techniques in domain study. This study will be 

done in scope as stated below: 
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1. Title and abstract of 206 theses will be stored on the machine and will 

be used in information retrieval process. The theses are on master thesis from 

FSKSM, UTM only.  

 

2. Porter stemming will be used to reduce a word to its stem or root form 

in the title and also the abstract of thesis  

 

3. Indexing process will create a unique identifier of the documents by 

counting the frequency of each index terms before the tfidf weighting is 

calculated  

 

4. Ward’s clustering and Kohonen clustering will be applied to the 

indexed documents. 

 
 
 
 

1.6  Significance of the Project 
 
 
Results of the study will show whether NN based document clustering or 

Hierarchical based document clustering is effective for determining supervisors and 

examiners. It will also give insight on whether NN based is better than Hierarchical 

based document clustering in terms of suggestion of supervisors and examiners.  

 
 
 
 

1.7  Organization of the Report 
 
 
This report consists of five chapters. The first chapter presents introduction to 

the project and the background of problem on why is the study is being conducted.  It 

also gives the objectives and scope of the study.  Chapter 2 reviews on IR, pre-

processing to achieve IR purpose, and document clustering also clustering techniques 

that will be used in this study. Chapter 3 discusses on the framework of this project 

in detailed including pre-processing phase further clustering algorithm that will be 



 7

applied in this study. Chapter 4 contains a cluster analysis based on Ward’s and 

Kohonen performance in determining supervisors and examiners and Chapter 5 is the 

conclusion and suggestions for future work. 
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