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ABSTRACT

The research on facial animation has grown very fast and become more

realistic in term of 3D facial data since the laser scan and advance 3D tools can

support for creating complex facial model. However, that approaches still lacking in

term of facial expression based on emotional condition. Facial skin colour is one

parameter that gives an effect to increase the realism of facial expression, since it’s

closely related to the emotion which is happens inside the human. This research

provides a new technique for facial animation to change the colour of facial skin for

the avatar based on linear interpolation by referring to the previous works which are

(Jung et al., 2009; Kyu-Ho and Tae-Yong, 2008; Nijdam, 2006), also describes facial

animation and the emotion that is related to the facial skin changes like blushing,

anger or even sadness. The result of colour generation is comparable to the real

human expression; furthermore it’s also able to enhance the appearance of facial

expression of the virtual human.
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ABSTRAK

Penyelidikan mengenai animasi wajah telah berkembang pesat dan menjadi

lebih realistik dari segi data 3D wajah sejak imbasan laser dan kemajuan alat 3D

boleh menyokong untuk mewujudkan model muka yang rumit. Walau

bagaimanapun, masih kurang pendekatan dari segi ekspresi wajah berdasarkan

keadaan emosi. Warna kulit muka adalah salah satu ukuran yang memberi kesan

untuk meningkatkan kesahihan ekspresi muka, kerana ia berkait rapat dengan emosi

yang berlaku di dalam manusia. Kajian ini menyediakan teknik baru animasi wajah

untuk menukar warna kulit wajah avatar berdasarkan perantara selaras dengan

merujuk kepada kajian-kajian sebelumnya iaitu (Jung et al, 2009; Kyu-Ho dan Tae-

Yong, 2008; Nijdam , 2006), juga menerangkan animasi wajah dan emosi yang

berkaitan dengan perubahan kulit wajah seperti malu, marah atau sedih. Hasil dari

penciptaan warna adalah setanding dengan reaksi manusia sebenar, tambahan pula ia

juga dapat meningkatkan penampilan ekspresi wajah manusia maya.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Facial Animation is the main element that is used to express emotion and

personality of human. Computer facial animation has many applications in different

aspects, e.g. realistic virtual humans with various facial expressions have been used

in the industry of entertainment and edutainment. In communication applications, it

can improve the interaction between users and machines by using interactive talking

faces and it also can attract users by providing a friendly interface.  Fred Park in

1974 was the first person, who concerned about facial animation. Park is also the

first person, who used the power of 3D computer graphics in a way that it delivers

the highest level of control that drives the change of face appearance. This is unique

because at that time for non-verbal communication and facial expression, the

applications were mainly produced by computer generated actors, as well as from

rich research instruments.
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As the online game manufacturing is rapidly developed, it requires users to

improve, enhance a greater quality of the graphics and to achieve a significant feat in

artificial intelligence. These elements lead the gaming industry to be full with

priceless artificial intelligence and graphics like real photos. Initially, the games were

consisted of a few numbers of polygons in characters and were supported by a few

active computers in that regard.

1.2 Problem Background

The recent development in digital technology has resulted into stabilization in

high-speed processing of great quantities of information. Therefore, applications,

which are used for long-distance communication such as conferencing and video

telephone, are being constantly developed. Distinct elements that show the advanced

communication technology of these systems is the presentation and estimation of

emotions using the colour of the face as well as the expression. To be precise, if the

colour of the face changes, emotional changes that are related can be used for the

fusion of the facial expression to change the basic emotions of visual anthrop orphic

agents; this may likely play a key role vetting communication between computers

and humans (Yamada and Watanabe, 2004).

Presently, the characters in the game appear to be more natural, but there are

still challenges in expressing the emotions of characters in a detailed way. However,

several colour model studies were only capable of proposing the facial colour model

(Buddharaju et al., 2005; Kalra and Magnenat-Thalmann, 1994; Yamada and

Watanabe, 2004) that are based on pulse, skin temperature and real human blood

flow. These mentioned techniques end up conveying the colour of the face with an

increasing redness (Kyu-Ho and Tae-Yong, 2008).
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Facial colours of humans are channeled to display the virtual effect,

emotional estimate, facial image, remote health care and individual identification. In

which, it can be regarded as one of the “the most peculiar and the most human of all

expressions”(Darwin, 1872) . Blushing is a common topic of psychological study and

it has been proven to be an important facial cue, which serves vital functions in an

interpersonal communication (Ekman and W., 1974). The explanations of why

people blush is still an issue among psychologists. Most people consider blushing in

public as an uncontrollable response and most people feel embarrassed when they

blush in front of others. Furthermore, blushing is a symptom that made it even worse

for people who suffer from social phobia (Pan et al., 2008).

On the other hand, pallor effects occur through temporary cerebral anemia

and contractions of the treatment capillaries in the face due to the rising of cerebral

blood flow. Pallor perhaps happens because of fear, pain or shock. This action

decreases the blood flow in the face and forwards it to the brain for relief and

recovery. In the literature that was done, the measurement for pallor was not found.

Psychophysiological analysis for pallor is likely to provide known results because the

red areas are more likely to show pallor and the time pattern of pallor. However, we

have a formal monitoring that shows that the pallor has gained far less attention in

the psychophysiological analysis as compared to redness. The central component of

the computer model that is of interest is the identification of the main characters that

reflect this phenomenon. We consider the emotions of the blood vessels and skin

colour, as well as the accent sets occur (Kalra and Magnenat-Thalmann, 1994).
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Former studies focus mainly on the geometric features of these alterations,

for instance, the facial surface animation (e.g. skin stretching, wrinkle structures).

Similarly, changes in hemoglobin concentration cause changes in skin colour. It may

also because of the reaction of histamine or other skin conditions for example

blushing and rashes. Blushing, specifically, consists of a number of emotions such as

joy, shame and arousal. Regardless of its ability to convey emotion, the dynamic

changes that occur in skin pigmentation are mostly ignored by present skin

appearance models (Ersotelos and Dong, 2008; Jimenez et al., 2010).

The creation of dynamic skin shading in film and game workflows depends

mostly on artists, who carefully create all necessary skin textures. In the context of

dynamic shading, an appearance rig is a structure that defines the details of the skin

textures of 3D facial models. As models become more and more complex, it becomes

increasingly difficult to define a consistent appearance rig that works well for many

different characters; textures for each character must be created individually by hand,

a slow and costly process that requires experienced digital artists. Alternative facial

animation techniques circumvent this difficulty by relying on performance capture to

simultaneously obtain dynamic geometry and appearance, but they are not designed

to derive a generic, transferable model (Bradley et al., 2010; Sagar, 2006).

Reasonable behavior and realistic appearance is essential for simulating

communicative behavior. Postures and simulation also reflect the emotional

behavior. Several models of emotions that are exist are such as the psycho-

evolutionary theory, which was developed by Plutchik (Plutchik and Kellerman,

1980) and the FACS, which was brought up by Ekman. However, most of these

models are appropriate merely for muscular expressions. In graphics too, the change

in face colour is a less control field. Other physiological features such crying are also

not considered. Blushing effects as shown by Kalra and Magnenat-Thalmann (1994)

can occur when there is a very intense sensation (Jung et al., 2009).
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The most frequently affected parts are the cheeks; there is a relationship

between temperature increase and blushing (Jung, et al., 2009; Shearn et al., 1990) .

The usual blushing starts at 35s with the highest intensity after 15s. The face and ear

blush likewise. Blood flow reduction causes pallor (Kalra and Magnenat-Thalmann,

1994)e.g. it is caused by fear. Parts that blush may also become pale. Sweat and

weeping (sometimes accompanied by blushing) can be considered as vegetative

functions that are controlled by the autonomic nervous system (ANS) (Jung, et al.,

2009).

Surprise, fear and happiness are accompanied with very light colours.

Sadness and disgust are usually linked with colours of medial lightness, and anger is

mostly associated with dark. Colours associated with fear and sadness are actually

desaturated (close to 0, 0), whereas surprise, happiness and anger are related

extremely to chromatic colour (Pos and Green-Armytage, 2007).

The skin of the face is rich with vessels. A vast quantity of blood vessels and

a high level of activity in the facial skin by the enzyme may reflect the high

metabolic activity. There are many kinds of formal subsidiarity in the face. Kalra and

Moretti (1994) conducted a study of vascular patterns in the skin in different areas of

the face. The region based approach highlighted that areas like the nostril and

forehead have bilateral divisions at sharply acute angles called "fronds" and areas

such as cheeks and jaws from one side branching nearly at right angles is called

"candlestick” (Kalra and Magnenat-Thalmann, 1994; Moretti et al., 1959).
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Some areas show in-between types of subsidiary between the "frond" and

"candelabra". Numerous areas portrayed several forms in the capillary stream to the

skin. There are many regional varieties and any one region varies greatly according

to the individual, especially with the age component. These differentials may

highlight why certain areas show more external activity than others. For example, the

redness may be seen more on the cheeks, ears and forehead rather than the rest of the

body (Kalra and Magnenat-Thalmann, 1994). Table 1.1 shows the variation of

emotion on facial expression

Table 1.1 Emotion and facial expression (Jung, et al., 2009)

EMOTION FACIAL APPEARANCE VARIATION

Neutral No changes, neutral face colour

Joy Cheeks become rosy

Enthusiasm/ Ecstasy Cheeks become rosy, tears of happiness

Surprise Cheeks become rosy

Disgust Cheeks become pale

Down Low watery

Sadness Cheeks become blushing, raised

lacrimation

Grief Cheeks become blushing, blotchy red and

intensive lacrimation

Apprehension Cheeks become pale

Fear The whole face is pale

Panic Face becomes pale, sweat on the forehead,

low lacrimation

Annoyance Cheeks become blushing

Anger Cheeks become blushing, blotchy red in

the face

Rage Cheeks become blushing, blotchy red in

the face, the face is red
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Overview of visually distinguishable emotional states caused by vegetative

functions, used for the parameterization of emotions that result in different facial

complexions (Jung, et al., 2009).

Figure 1.1 The first three images show anger, hence the cheeks are blushing and

then red blotches appear. The fourth image shows the subject is weeping badly and

similarly the cheeks are blushing. In the last three images, colours of the face have

been changed, droplets appear and effects like perspiration or nose bleeding can also

be simulated. (Jung, et al., 2009).

The combination of facial expressions and emotional colours can be seen in

Figure 1.1 .The corresponding emotion is easily perceivable and more plausible for

strong emotions. The changes for skin can be categorized according to a

parameterized emotional model. A group of test on possible skin changes from the

physiological and psychological knowledge was carried out in order to explain the

model. The combination of droplet flow and colour change can be used to provide a

convincing real world emotion. (Jung, et al., 2009).

The animated facial models are not just less expensive as compared to human

performers but they are also more elastic, in which it offers customization in style

and appearance. These advantages can provide users with alternatives to substitute

computer-generated models with human actors. Several ways are used to achieve 3D

or 2D models in animation. A software modeling tool can be used to manually
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generate the animation, which is done by capturing it from a 3d clay model with a

digitized pen that is attached to a mechanical arm, which will calculate the location

of the tip of the pen. Besides, it can be taken from an actual human by cameras or

other scanning technology. The obtained 3D data is further parameterized into a

mathematical representation as in splines, implicit surfaces or polygonal models, and

then it can be manipulated by using the computer (Cerekovic et al., 2007; Cosi et al.,

2005). Review of previous works on facial animation are presented to give clear

picture of existing research that has been done as shown in Table 1.2

Table 1.2 Summarize of research on facial animation
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1.3 Problem Statement

Based on the observation of issues and problem on facial animation as

emotional expression of the avatar, we have found that the appearance of skin colour

is an important issue that needs to be solved immediately. This is because the colour

of skin on facial area is able to give additional value to facial expression of avatar

during emotional situation. The main research question for this research is “how to

change the colour of facial skin according to the emotion condition of the avatar?”

These are some research questions that can be derived from main research question:

 Why the current facial expression of the avatar still need skin colour tuning?

 What is the parameter to adjust facial skin colours?

 How to render the skin changes of facial expression?

 How to define the colour properties?

 What are the requirements of a facial animation system?

 What kind of facial expressions are most shown in a conversation?

1.4 Research Aim

To create a technique to produce skin colours of avatar face based on emotion

colour technique using linear interpolation.
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1.5 Research Objective

This thesis has three main objectives that will be conducted during research

study:

i. To study and investigate the effect of colour to emotional facial expression

ii. To produce a technique for facial animation to change facial skin colour

based on emotion colour technique using linear interpolation

iii. To develop a prototype for the proposed method

1.6 Research scope

The scope of this research is defined as:

1. The emotion on this research covers the emotions that are related to the facial

skin changes like blushing, anger or even sadness (The Microsoft Visual C#

language used as a programming language, linear interpolation and Facial

Action Coding System that algorithms used in this work).

2. Within the above mentioned scope, the work presented in this thesis covers

the following areas:

i. Four facial expression anger, happy, sadness and fear.

ii. Expression synthesis

iii. Emotion colour
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1.7 Significance of Study

The research on facial animation has growth very fast and become more

realistic in term of 3D facial data since the laser scan and advance 3D tools can

support the creation of complex facial model. However, it is still lacking in term of

facial expression based on emotion condition. Facial skin colour is one parameter

that contributing to augmenting the realism of facial expression, because it is closely

related to the emotions, which are happened inside the human, such as anger, sadness

or even blushing.

1.8 Organization of this thesis

This research is organized into five chapters. Chapter one defines Facial

Animation, explains the problem background, highlights the problem statement, sets

up the objectives of this study, fixes the scope of the study and concludes by thesis

organization. Whereas, chapter two contains the Facial Animation, Facial Animation

Techniques , Shape Interpolation or Blend Shapes and Parameterization; also the

emotion Theory and Emotion Colour. Moreover, chapter two explains some theory

of colour, Facial Action Coding System and MPEG-4 Facial Animation. Followed

by, chapter three, which illustrates the research methodology that can resolve the

problems and achieve the objectives predetermined in chapter one. Furthermore,

chapter four depicts and discusses the results of the proposed method as well as the

comparisons that evaluate the proposed method against previous methods and closely

related with the facial skin colour of real human. Finally, chapter five displays the

summary, conclusions and the contributions for this work.



71

REFERENCE

Arai, K., Kurihara, T. and Anjyo, K.-i. (1996). Bilinear interpolation for facial

expression and metamorphosis in real-time animation. The Visual Computer,

12(3), 105-116. doi: 10.1007/bf01725099

Arapakis, I., Jose, J. M. and Gray. (2008). An investigation into the role of emotions in

the information seeking process. Paper presented at the ACM SIGIR conference

on research and development in information retrieval (pp. 395–402). New York,

NY: ACM.

Arapakis, I., Konstas, I. and Jose, J. M. (2009). Using facial expressions and peripheral

physiological signals as implicit indicators of topical relevance. Paper presented

at the Proceedings of the 17th ACM international conference on Multimedia,

Beijing, China.

Arapakis, I., Moshfeghi, Y., Joho, H., Ren, R., Hannah, D. and Jose, J. M. (2009).

Enriching user profiling with affective features for the improvement of a

multimodal recommender system. Paper presented at the Proceedings of the

ACM International Conference on Image and Video Retrieval, Santorini, Fira,

Greece.

Arya and Hamidzadeh. (2003). Personalized Face Animation in ShowFace System.

(Journal of Image and Graphics, Special Issue on Virtual Reality and Virtual

Environments, vol. 3, no. 2, pp 345-363, 2003.).

Arya, A. and DiPaola, S. (2007). Multispace behavioral model for face-based affective

social agents. J. Image Video Process., 2007(1), 4-4. doi: 10.1155/2007/48757

Berendt, J. (2005). The city of falling angels. London.



72

Bilal, D., and Bachir, I. (2007). Children’s interaction with cross-cultural and

multilingual digital libraries. International Journal, ( Information seeking,

success, and affective experience. Information Processing and Management),

43(41), 65–80.

Bower, G. H. (1992). How might emotions affect learning?, The handbook of cognition

and emotion. Hillsdale, New Jersey: Lawrence Erlbaum Associates, 3–31.

Bradley, D., Heidrich, W., Popa, T. and Sheffer, A. (2010). High resolution passive

facial performance capture. ACM Trans. Graph., 29(4), 1-10. doi:

10.1145/1778765.1778778

Buddharaju, P., Pavlidis, I. T. and Tsiamyrtzis, P. (2005). Physiology-based face

recognition. Proceedings of the 2005 Advanced Video and Signal Based

Surveillance, 2005. AVSS 2005. IEEE Conference on. 15-16 Sept. 2005. 354-

359.

Cerekovic, A., Hung-Hsuan, H., Zoric, G., Tarasenko, K., Levacic, V., Pandzic, I. S., et

al. (2007). Towards an Embodied Conversational Agent Talking in Croatian.

Proceedings of the 2007 Telecommunications, 2007. ConTel 2007. 9th

International Conference on. 13-15 June 2007. 41-48.

Chan, C. H. and Jones, G. J. F. (2005). Affect-based indexing and retrieval of films.

Paper presented at the Proceedings of the 13th annual ACM international

conference on Multimedia, Hilton, Singapore.

Cosi, P., Drioli, C., Tesser, F. and Tisato, G. (2005). INTERFACE toolkit: a new tool

for building IVAs. In P. Themis, G. Jonathan, A. Ruth, B. Daniel, O. Patrick &

R. Thomas (Eds.), Lecture Notes in Computer Science (pp. 75-87): Springer-

Verlag.

Darwin. (1872). The Expression of the Emotions in Man and Animals. In J. Murray.

(Ed.). London.

Darwin, C. (2005). The expression of the emotions in man and animals. Kessinger

de Melo, C. and Paiva, A. (2007). Expression of Emotions in Virtual Humans Using

Lights, Shadows, Composition and Filters

Affective Computing and Intelligent Interaction. In A. Paiva, R. Prada & R. Picard

(Eds.), (Vol. 4738, pp. 546-557): Springer Berlin / Heidelberg.



73

DiPaola, S. (2002). ACM SIGGRAPH 2002 conference abstracts and applications.

Proceedings of the 2002 San Antonio, Texas, 337.

Ekman and W., F. (1974). Detecting deception from the body or face. 29: 288-298.

Ekman, P. (1992). An argument for basic emotions. Cognition & Emotion, 6(3-4), 169-

200. doi: 10.1080/02699939208411068

Ekman, P. (1999a). Basic emotions. The handbook of cognition and emotion (pp. 45–

60): John Wiley & Sons, Ltd.

Ersotelos, N. and Dong, F. (2008). Building highly realistic facial modeling and

animation: a survey. The Visual Computer, 24(1), 13-30. doi: 10.1007/s00371-

007-0175.

Ezzat, Poggio and Mike. (1998). A Talking Facial Display Based on Morphing Visemes.

IEEE Conf Computer Animation.

Feldman Barrett, L. and Russell, J. A. (1999). The Structure of Current Affect:

Controversies and Emerging Consensus. Current Directions in Psychological

Science, 8(1), 10-14. doi: 10.1111/1467-8721.00003

Folkman, S., Lazarus, R. S., Gruen, R. J. and DeLongis, A. (1986). Appraisal, coping,

health status, and psychological symptoms. J Pers Soc Psychol, 50(3), 571-579.

Frijda, N. H. (1986). The emotions: Paris, France, EU: Cambridge University Press.

Gwizdka, J. and Lopatovska, I. (2009). The role of subjective factors in the information

search process. Journal of the American Society for Information Science and

Technology, 60(12), 2452-2464. doi: 10.1002/asi.21183

Hall, V. (1992). Facial animation and speech synthesis.

Hanjalic. (2005). Affective video content representation and modeling. IEEE, (7(1),

143–154.).

Hanlon, M. (2005). Face Robot facial animation technology pioneers new approach to

believable emotional digital acting.

J.Osipa, S. S. F. M. a. A. D. R. (2007). Stop Staring: Facial Modeling and Animation

Done Right.

Jimenez, J., Scully, T., Barbosa, N., Donner, C., Alvarez, X., Vieira, T., et al. (2010). A

practical appearance model for dynamic facial color. ACM Trans. Graph., 29(6),

1-10. doi: 10.1145/1882261.1866167



74

Johnson-laird, P. N. and Oatley, K. (1989). The language of emotions: An analysis of a

semantic field. Cognition & Emotion, 3(2), 81-123. doi:

10.1080/02699938908408075

Jung, Y., Weber, C., Keil, J. and Franke, T. (2009). Real-Time Rendering of Skin

Changes Caused by Emotions. Paper presented at the Proceedings of the 9th

International Conference on Intelligent Virtual Agents, Amsterdam, The

Netherlands.

Kalra, P. and Magnenat-Thalmann, N. (1994). Modeling of vascular expressions in

facial animation. Proceedings of the 1994 Computer Animation '94., Proceedings

of. 25-28 May 1994. 50-58, 201.

Khanam, A. (2008). Intelligent Expression Blending For Performance Driven Facial

Animation. Doctor of Philosophy (Computer Software Engineering),

NATIONAL University Of Sciences & Technology, Pakistan.

Kuhlthau, C. C. (1991). Inside the search process: Information seeking from the user's

perspective. Journal of the American Society for Information Science, 42(5),

361-371. doi: 10.1002/(sici)1097-4571(199106)42:5<361::aid-asi6>3.0.co;2-#

Kyu-Ho, P. and Tae-Yong, K. (2008). Facial color adaptive technique based on the

theory of emotion-color association and analysis of animation. Proceedings of

the 2008 Multimedia Signal Processing, 2008 IEEE 10th Workshop on. 8-10

Oct. 2008. 861-866.

Liu, C. (2009). An analysis of the current and future state of 3D facial animation

techniques and systems. Master of Science, B.A., Communication University of

China, Canada.

Lopatovska, I. and Arapakis, I. (2011). Theories, methods and current research on

emotions in library and information science, information retrieval and human–

computer interaction. Information Processing &amp; Management, 47(4), 575-

592. doi: 10.1016/j.ipm.2010.09.001

Lopatovska, I. and Mokros, H. B. (2008). Willingness to pay and experienced utility as

measures of affective value of information objects: Users' accounts. Inf. Process.

Manage., 44(1), 92-104. doi: 10.1016/j.ipm.2007.01.020



75

Mooney, C., Scully, M., Jones, G. J. and Smeaton, A. F. (2006). Investigating biometric

response for information retrieval applications.

Moretti, G., Ellis, R. A. and Mescon, H. (1959). Vascular Patterns in the Skin of the

Face1. The Journal of Investigative Dermatology, 33(3), 103-112.

Nijdam, N. A. (2006). Mapping emotion to color.

Ortony, A., Clore, G. L. and Collins, A. (1990). The Cognitive Structure of Emotions:

Cambridge University Press.

Pan, X., Gillies, M. and Slater, M. (2008). The Impact of Avatar Blushing on the

Duration of Interaction between a Real and Virtual Person. Proceedings of the

2008 Presence 2008: The 11th Annual International Workshop on Presence,

Parke, F. I. and Waters, K. (1996). Computer facial animation: A. K. Peters, Ltd.

Parke, F. I. and Waters, K. (2008). Computer facial animation: A K Peters.

Pighin, F., Hecker, J., Lischinski, D., Szeliski, R. and Salesin, D. H. (1998).

Synthesizing realistic facial expressions from photographs. Paper presented at

the Proceedings of the 25th annual conference on Computer graphics and

interactive techniques.

Plutchik, R. (1980). A general psychoevolutionary theory of emotion. New York:

Academic, 3–33.

Plutchik, R. and Kellerman, H. (1980). Emotion, theory, research, and experience. New

York: Academic Press.

Pos, O. d. and Green-Armytage, P. (2007). Facial Expressions, Colours and Basic

Emotions http://www.colour-journal.org/2007/1/2/.

Ren, F. (2009). Affective Information Processing and Recognizing Human Emotion.

Electron. Notes Theor. Comput. Sci., 225, 39-50. doi:

10.1016/j.entcs.2008.12.065

Russell. (1994). Is there universal recognition of emotion from facial expression?

Psychological Bulletin. (115, 102–141.).

Russell, J. A. and Mehrabian, A. (1977). Evidence for a three-factor theory of emotions.

Journal of Research in Personality, 11(3), 273-294. doi:

http://dx.doi.org/10.1016/0092-6566(77)90037-X



76

Russell, J. A. and Steiger, J. H. (1982). The structure in persons' implicit taxonomy of

emotions. Journal of Research in Personality, 16(4), 447-469. doi:

http://dx.doi.org/10.1016/0092-6566(82)90005-8

Sagar, M. (2006). Facial performance capture and expressive translation for King Kong.

Paper presented at the ACM SIGGRAPH 2006 Sketches, Boston, Massachusetts.

Schachter, S., & Singer, J. (1962). Cognitive, social and physiological determinants of

emotional state. Psychological Review (pp. 69, 379–399.).

Scherer, K. R. (2005). What are emotions? And how can they be measured? Social

Science Information, 44(4), 695-729. doi: 10.1177/0539018405058216

Shearn, D., Bergman, E., Hill, K., Abel, A. and Hinds, L. (1990). Facial Coloration and

Temperature Responses in Blushing. Psychophysiology, 27(6), 687-693. doi:

10.1111/j.1469-8986.1990.03194.

Smeaton and Rothwell. (2009). Biometric responses to music-rich segments in films:

The cdvplex. In Seventh international workshop on content-based multimedia

indexing. IEEE, (pp. 162–168).

Smeaton, A. F. and Rothwell, S. (2009). Biometric Responses to Music-Rich Segments

in Films: The CDVPlex. Paper presented at the Proceedings of the 2009 Seventh

International Workshop on Content-Based Multimedia Indexing.

Smith, A. P. (2006). Muscle-based facial animation using blendshapes in superposition.

Master of science, Texas A&M University, Texas.

Soleymani, Chanel, Kierkels and Pun. (2008). Affective characterization of movie

scenes based on multimedia content analysis and user’s physiological emotional

responses. IEEE, (In Proceedings of the 2008 tenth IEEE international

symposium on multimedia (pp. 228–235). Washington, DC, USA: IEEE

Computer Society.).

Soleymani, M., Chanel, G., Kierkels, J. J. M. and Pun, T. (2008a). Affective ranking of

movie scenes using physiological signals and content analysis. Paper presented at

the Proceedings of the 2nd ACM workshop on Multimedia semantics,

Vancouver, British Columbia, Canada.



77

Soleymani, M., Chanel, G., Kierkels, J. J. M. and Pun, T. (2008b). Affective

characterization of movie scenes based on multimedia content analysis and

user’s physiological emotional responses. Paper presented at the international

symposium on multimedia, USA.

TechAlgorithm. (2009) http://tech-algorithm.com/articles/linear-interpolation/.

Waters, K. and Levergood, T. (1994). An automatic lip-synchronization algorithm for

synthetic faces. Paper presented at the Proceedings of the second ACM

international conference on Multimedia, San Francisco, California, United

States.

Yamada, T. and Watanabe, T. (2004). Effects of facial color on virtual facial image

synthesis for dynamic facial color and expression under laughing emotion.

Proceedings of the 2004 Robot and Human Interactive Communication, 2004.

Roman 2004. 13th IEEE International Workshop on. 20-22 Sept. 2004. 341-346.

Yongmian Zhang, M., IEEE,, Qiang Ji, S. M., IEEE, , Zhiwei Zhu and Yi, B. (2008).

Dynamic Facial Expression Analysis and Synthesis With MPEG-4 Facial

Animation Parameters. IEEE.

Zajonc, R. B. (1984). Affect theory. Approaches to emotion (pp. 239–246): Lawrence

Erlbaum Associates.




