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ABSTRACT 

 

 

 

 

 The Internet creates the world without boundaries where people can get lots 

of information just by surfing the Internet. But still some of the information is not 

genuine and correct. Because of that, some of the practitioners of deviant teachings 

can take this opportunity to attract followers just using the Internet especially to 

distort beliefs of Muslim in Malaysia. Web filtering can be used as protection against 

inappropriate and prevention of misuse of the network, hence, it can be used to filter 

the content of suspicious websites and alleviate the dissemination of such website. 

Currently, process for blocking the deviate teaching website is done manually and in 

addition there are limited web filtering product offered to filter religion content and 

very limited for Malay language. This project is aim to classify deviant teachings 

Website into three categories which is deviate, suspicious and clean. Pre-processing, 

feature selection and classification are process involved in Web filtering process. In 

pre-processing three processes are involved: HTML parsing, stemming and stopping 

to produce the deviant teaching keyword. Three existing term weighting scheme 

namely TF, TFIDF and Modified Entropy are used as feature selection process in 

filtering deviant teaching website while Support Vector Machine (SVM) will be used 

for classification process. Classification is validated by accuracy, precision, recall 

and F1. 300 Web pages were collected from Internet based on three categories: 

deviant teaching, suspicious and clean Web pages.  As a result, M.Entropy shows the 

most suitable term weighting scheme to use in Islamic web pages filtering rather than 

TFIDF and Entropy.  
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ABSTRAK 

 

 

 

 

 “Internet mewujudkan dunia tanpa sempadan di mana orang ramai boleh 

mendapatkan banyak maklumat hanya dengan melayari Internet. Namun, beberapa 

infomasi  dalam talian ini belum pasti yang asli dan benar.. Oleh itu, beberapa 

pengamal ajaran sesat mengambil peluang ini untuk menarik pengikut hanya 

menggunakan Internet terutamanya untuk memutarbelitkan kepercayaan Islam di 

Malaysia. Oleh kerana Penapisan Web digunakan untuk perlindungan terhadap 

laman Web yang tidak berpatutan dan pencegahan penyalahgunaan rangkaian,  

maka, sistem penapisan Web boleh digunakan untuk menapis kandungan laman-

laman web yang mencurigakan dan mengurangkan penyebaran laman web itu. Pada 

masa ini, proses untuk menapis laman Web ajaran sesat dilakukan secara manual 

serta produk penapisan web begitu terhad untuk menapis kandungan agama dan 

sangat terhad dalam Bahasa Melayu. Projek ini bertujuan untuk mengelaskan laman 

Web ajaran sesat kepada tiga kategori iaitu sesat, mencurigakan dan bersih. Pra-

pemprosesan, feature selection dan klasifikasi adalah proses yang terlibat dalam 

proses penapisan Web. Dalam pra-pemprosesan tiga proses terlibat: HTML parsing, 

stemming dan stopping bertujuan untuk menghasilkan kata kunci ajaran sesat. Tiga 

term weighting scheme yang sedia ada iaitu TFIDF, Entropy dan Modified Entropy 

digunakan sebagai feature selection dalam penapisan laman Web ajaran sesat 

manakala Support Vector Machine (SVM) digunakan untuk proses pengelasan. 

Proses pengelasan disahkan oleh ketepatan (Accuracy) , ketepatan (Precision), ingat 

(Recall) dan F1. 300 laman web telah dikumpulkan dari Internet berdasarkan tiga 

kategori: laman web ajaran sesat, mencurigakan dan bersih. Hasilnya, M.Entropy 

menunjukkan skim pemberat istilah yang paling sesuai untuk digunakan dalam 

laman web Islam penapisan berbanding TFIDF dan  Entropy. 
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CHAPTER 1 

 

 

 

INTRODUCTION 

 

 

 

1.1 Introduction 

 

 

 Since the Internet was introduced, it brings a very high impact to people 

around the world. The Internet creates the world without boundaries where people 

can get much information just by surfing the Internet. Internet comes from the term 

Internet working, connecting computer network using specific gateway or router. In 

the beginning, the ideas of the Internet were from the research of development of 

ARPANET by United State department of Defence. Nowadays, Internet became 

faster compare to the last twenty years which offers thousands of information 

whether it was true or false. Through the Internet, people can interact among each 

other by search for information, sending e-mail, perform electronic transaction and 

even social networking.   

 

 

 One of the biggest challenge people face from the Internet is the accuracy of 

content in the Internet. Not all of this online content is accurate, pleasant, or 

inoffensive (Heins et al., 2006). As the Internet can be accessed from people around 

the world in faster manner, some of the practitioners of deviant teachings can take 

this opportunity to attract followers just using the Internet especially to distort beliefs 

of Muslim in Malaysia. There are some terminologies which this group use to 

disseminate their doctrine where it is obviously deviate from the Islamic teaching. 

Some Muslim which does not have a solid foundation of Islam may simply be 

attracted to this group. Web filtering has provided two major services: protection 
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against inappropriate and prevention of misuse of the network (Du et al., 2002). 

Hence, the web filtering system can be used to filter the content of suspicious 

websites and alleviate the dissemination of such website. Moreover some of the 

content may threaten the society as there will reflecting in violence, hate as well as 

undermine national harmony.   

 

 

1.2 Problem Background 

 

 Web filtering is commonly used by organizations such as offices and schools 

to prevent computer users from viewing inappropriate web sites or content, or as a 

pre-emptive security measure to prevent access of known malware hosts. While web 

filtering software, a term for software designed and optimized for controlling what 

content is permitted to a reader, especially when it is used to restrict material 

delivered over the Web. Early filtering was based on either “self-rating” by online 

publishers or “third-party rating” by filter manufacturers (Heins et al., 2006). 

 

 

 Filtering can be divided into five types which include Browser based filters, 

Client-side filters, Content-limited ISPs, Network-based filtering and Search-engine 

filters. Each of this filtering has their own characteristic which can be used by 

different level of users. Browser based filters usually are implemented by third party 

browser extension while Content-limited ISPs mostly used by government regulator 

and parental control as it have offered by ISP went subscribe their services.  In 

Client-site filters, specific software are installed in the client computer which 

administrator can managed the software itself. Network-based filtering is enforced at 

the transport layer or application layer where the entire user within the network is 

bound to the organization policy. Lastly, Search-engine filters may be installed in the 

search engine like Google and Yahoo where it can be activated to block the certain 

website when safety filter are activated. 
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 There are four types of web filtering approaches mentioned by Lee et al., 

(2006). There is Platform for Internet Content Selection (PICS), Uniform Resource 

Locator (URL) blocking, keyword filtering and intelligent content analysis. From 

those four approaches intelligent content analysis is the best to classify the web 

content since it can be used to categorize Web pages into different groups for 

instance the pornographic and non-pornographic. Moreover keyword filtering 

sometimes will over-block the Web while URL blocking keeps maintaining the 

reference list.  

 

 

 The self-regulating nature of the Web community, coupled with the easy 

making information available on the Web has led some individuals to abuse their 

freedom of expression by putting up harmful materials on the Web (Lee et al., 2003) 

and this includes practitioners of deviant teachings to disseminate their doctrine. In 

Malaysia, Malaysian Department of Islamic Development (JAKIM) is responsible to 

monitor all Islamic oriented publications in various fields where their objective are to 

develop the Islamic community mind and spreading Islamic da’wah through Islamic 

oriented printed publications in various fields.  

 

 

 Currently, process for blocking the deviate teaching website is done 

manually. The processes start when JAKIM receive a report from people either by 

telephone or via email. Special unit in JAKIM then investigate the reported website 

to filter the website whether it may contain the deviant teaching issues where the 

investigation normally last for some months. Since the process will take more time, 

hence by the mean time some of Internet user may accept doctrine. One of the most 

popular groups of deviant teachings is spiritual and mystical theosophy or in Malay it 

was called “Batiniah dan Tasawuf Teosofi”. 

 

 

 There are many classification method used to classify the Website into 

respective group. For instance, Naïve Bayes, Decision Tree, Artificial Neurel 

Network as well as Support Vector Machine are methods used for Website 

classification. In this project, Support Vector Machine also known as SVM is chosen 

as classification method to classify the Website into specific group. SVM is the 
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supervised classification method composed of training data and testing data which 

used for learning and classifying process respectively. Moreover, SVM is suitable to 

use in text classification and more effective than other methods. 

 

 

 

1.3  Problem Statement  

 

 

 The current passive filtering approach used to block the deviant teachings 

Website impact on the effectiveness for blocking the website. However, in Malaysia 

there is no web filtering product offered to filter this kind of religion content 

especially in Malay language. Furthermore, blocking the Web sometime may cause 

of misunderstanding when there are some of the Web are intent to educate the 

readers. The effect of this uncontrolled disseminate of deviant teachings through the 

website may also result of distort beliefs to Muslim society especially in Malaysia. 

 

 

 

1.4 Project Aim 

 

 

 The aim of this project is to classify the deviant teachings Website into three 

categories which is deviate, suspicious and clean. Nevertheless, by implementing this 

Malay language Web filtering system may help specific organizations to control the 

disseminated of deviant teachings over the Internet. In the meantime this project can 

help to minimize spreading of the deviant teachings through the website and hence 

improve the distort beliefs to Muslim society. 

 

 

 

 

 

 

 



5 

 

 

1.5 Project Objective 

 

 

 The main objectives of the project have been identified in order to complete 

this research, there are; 

 

i. To pre-process and identify the deviant teaching keywords from the 

Web pages. 

ii. To implement the features selection method for deviant teaching 

terms and classifies the term using SVM. 

iii. To test and validate the accuracy of the classification of deviant 

teaching. 

 

 

1.6  Project Scope 

 

 In accomplishing this project, a number of scopes have been determined, 

which are: 

 

i. The samples of Web pages will be extracted from the Internet. 

ii. Classification will be implemented into three categories which include 

of deviate, suspicious and clean. 

iii. The Support Vector Machine (SVM) algorithm will be used to classify 

Web content. 

iv. The Web pages used during the project is only in Malay language. 

 

 

 

1.7 Significance of Project 

 

 

 This project is prepared to accomplish the objectives to filter and categorize 

the Islamic Web specific on deviant teachings pages by implementing the Support 

Vector Machine algorithm. Thus, this project is important to categorize the level of 



6 

 

 

deviant teachings to aware the readers especially Muslim since the content may lead 

to distorted of their beliefs. Hence it can minimize the spread of the deviant teaching 

Furthermore the study can help organization like JAKIM, school, university 

community to filter their web content within the networks.  

 

 

 

1.8  Project Organization 

 

 

 This chapter has covered about the introduction of the project including the 

problem background, problem statement, project aims, project objectives, project 

scopes, and significance of the project. This project will be continue with Chapter 2  

that discuss more on literature review of the project collected from some resources 

such as Internet, books, journals and collecting primary data using different research 

methods. Chapter 3 will covered the project methodology where it highlights the 

methodology used in this study and discuss about the data used during this study. 

Chapter 4, the implementation of pre-processing which highlight the second 

objective is discussed. Next, Term Weighting Schemes in feature selection process 

and classification of Web pages in SVM will be discussed in detail. Lastly, chapter 6 

will concludes the overall of this project. 
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