
 

 

 

 

ANTI-PHISHING MODEL FOR PHISHING WEBSITES DETECTION: USING 

PRUNING DECISION TREE 

 

 

 

 

 

 

 

AHMED I. M. ABUNADI 

 

 

 

 

 

 

 

 

A project report submitted in partial fulfilment of the 

requirements for the award of the degree of 

Master of Computer Science (Information Security)  

 

 

 

 

 

 

 

Faculty Computing 

Universiti Teknologi Malaysia 

 

 

 

 

 

 

 

JUNE 2013 



iii 
 

 

 

 

 

 

 

 

 

 

I dedicate this project to my beloved parents and my beloved wife , thank you for the 

moral support you have given me throughout my academic life. 

To my respected supervisor, Dr. Anazida Zainal 

To my beloved country, Palestine 

To all my brothers and sisters 

To all my friends 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iv 
 

 

 

 

 

ACKNOWLEDMENT 

 

 

First and foremost, all praise and thanks are due to Allah, and peace and 

blessings be upon his Messenger, Mohammed (Peace Be Upon Him). Next, I would 

like to express heartfelt gratitude to my supervisor Dr. Anazida Zainal for her 

constant support during my study at UTM. She inspired me greatly to work in this 

project. Her willingness to motivate me contributed tremendously to our project. I 

have learned a lot from her and I am fortunate to have her as my mentor and 

supervisor. Special thanks to my parents who cheered me on from the beginning of 

my study. Thanks very much for my dear wife who helped, encouraged me and 

provide a suitable environment for study. Last but not least, I am grateful to my 

beloved family and all my friends for their warm encouragements and supports. 

 

Besides, I would like to thank the authority of Universiti Teknologi Malaysia 

(UTM) for providing me with a good environment and facilities such as Computer 

laboratory to complete this project with software which I need during process. 

 

 

 

 

 

 

 

 

 

 

 

 



vi 
 

 

 

 

 

ABSTRAK 

 

 

 

Sebagai satu bentuk baru perisian berniat jahat, laman web phishing sering 

muncul pada tahun-tahun kebelakangan ini, yang menyebabkan kemudaratan yang 

besar kepada perkhidmatan kewangan dalam talian dan keselamatan data. Banyak 

kajian telah dilakukan untuk mengurangkan laman web phishing. Kebanyakan kajian 

menggunakan laman web yang mempunyai ciri-ciri web phishing untuk proses 

penyiasatan. Banyak kajian telah diakukan untuk mengurangkan laman web 

phishing. Kebanyakan kajian menggunakan laman web yang bercirikan web phishing 

bagi proses penyiasatan. Sesetengah ciri-ciri ini tidak mempunyai nilai yang ketara 

kepada nisbah ketepatan yang boleh menjejaskan prestasi dari segi masa pengiraan. 

Di samping itu, ciri-ciri ini boleh didapati di kedua-dua phishing dan bukan phishing 

dengan nilai-nilai yang sama yang akan menjejaskan ketepatan pengesanan. Dalam 

kajian ini, ciri-ciri laman web phishing telah dibincangkan secara terperinci. Di 

samping itu, kajian ini menunjukkan ciri-ciri baru untuk mengesan laman web 

phishing menggunakan kaedah Pemangkasan Keputusan Pokok untuk mengimbangi 

masa pengiraan dan nisbah ketepatan. Pemangkasan Ralat Pesimis digunakan 

sebagai algoritma cantas untuk mencantas dedaun pokok keputusan tanpa 

menjejaskan ketepatan. Pengkategorian  laman web Phising adalah satu lagi objektif 

bagi kajian ini, dan bertujuan untuk memberi tips khusus dan penting untuk 

meningkatkan tahap kesedaran di kalangan pengguna bagi setiap kategori. 
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CHAPTER 1 

PROJECT OVERVIEW 

1.1       Introduction 

Social engineering attacks targeting users not computers or systems and it is 

designed to elicit sensitive or confidential information from users. Most of social 

engineering attacks are classified as phishing attacks. And there are different 

techniques for phishing in order to deceive the users such as phishing by email, 

instant messages, SMS and website. These techniques help the phisher to trick the 

users for various purposes such illegal profit, get personal data or sensitive 

information. 

In general, we can define phishing as an internet crime whereby the attackers 

use social engineering in order to fraud users. And this fraud can be done by sending 

emails, through advertisements on websites or even by phone calls to get the 

attention of users. Simply, the goal is to allure users to phishing websites that mimics 

a legitimate websites to ruse users in order to get their sensitive information such as 

passwords, credits card, e-bank account, etc. As a result the attacker can use their 

information to do what he wants to do such as illegal profit or impersonate them (Liu 

et al., 2010). 
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Recently, phishing websites becomes more sophisticated which is difficult to 

judge if it is a legitimate website or not. According to the Anti-Phishing Working 

Group (2012), 53,939 unique phishing websites were detected in the first half of 

2012. These websites can allure a lot of users and trick them in sake of taking their 

sensitive information especially normal users who do not look on details when 

surfing websites. So it is obvious that we need efficient solutions to mitigate the 

danger of phishing websites and aware the users more about this threat in order to 

protect themselves in future. 

1.2       Problem Background 

Phishing attacks started with a spoofed email masquerading as authorize 

sender. These emails impersonate credit card companies, ecommerce websites, IT 

service provider or brand names of banks. And these emails have a text or images 

which are trying to convince the user by two ways either by generating trepidation or 

generating exhilaration in order to a lure the user to click on any links inside that 

email which it will redirect him to a phishing website. Of course both the phishing 

email and Web site are replica copy of the original website to convince the user to 

disclose his sensitive information. 

There are a lot of researches (Afroz and Greenstadt, 2011, Alnajim and 

Munro, 2009, Lakshmi and Vijaya, 2012, Liu et al., 2010, Maher Aburrous, 2010, 

Weiwei et al., 2012) have been conduct in order to detect or prevent or mitigate 

phishing websites and they proposed different solution approaches. First solution 

approach is based on blacklist approach which is very simple and inefficient because 

it depends on a remote database to check whether the website is a phishing or a 

legitimate website. The second approach is more efficient because it is based on 

intelligent solutions. So it will extract some features from websites and pass the data 

to an algorithm to detect phishing websites. Finally, the third approach combines the 

black list and intelligent approaches. This approach first checks the black list, and if 
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the URL is not in the list, it will execute the intelligent algorithm for detection. Later, 

the list will be updated. Therefore, the computation time can be reduced.  

Intelligent solutions use different rules to detect phishing websites and 

different algorithms to train the reference model or the solution. And some of these 

solutions are targeting only one type of phishing websites such as e-banking 

websites. In addition, most of these solutions use a lot of rules in order to detect 

phishing websites but unfortunately some rules have less impact on result. Therefore, 

it may give high percentage of false positive. 

1.3       Problem Statement 

Most of current anti-phishing solutions do not include categorization of 

phishing websites. Furthermore these solutions use many rules which increase the 

time computation and the complexity of the classifier. In addition, some of the rules 

might increase the percentage of false positive. 

1.4       Purpose of Study 

This research is going to focus on identifying most common features of 

phishing websites in order to enhance detection accuracy, decrease false positive and 

categorize the phishing websites into four categories (e-banking, online shopping, IT 

services and others). 
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1.5       Project Objectives 

The objectives of this study are listed below: 

I. Find out new features for phishing websites in order to enhance detection 

function. 

II. Reduce the computation time and false positive using Pruning Decision Tree 

in order to make the solution more efficient. 

III. Categorize phishing websites according to extracted features to four 

categories (e-banking, online shopping, IT service provider and others). 

The purpose of using Pruning Decision Tree is to help us to discard any rule 

which does not have effect on the result or less impact. Using Pruning Decision Tree 

will decrease the difficulty of the final classifier and enhance the prediction accuracy 

and as a result it will reduce the size of the tree. 

1.6       Scope of Study 

The scopes of this project that specify the boundaries are listed below: 

I. The study focuses on developing an intelligent model for phishing 

websites detection using Pruning Decision Tree. 

II. Classifying the phishing websites according to some features inside 

HTML code.  

III. The study will use some dataset from online resources in order to train the 

model (http://www.phishtank.com , http://www.antiphishing.org). 

 

 

http://www.phishtank.com/
http://www.antiphishing.org/
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1.7       Significant of Research Study 

The purpose of this study is to develop more efficient model for phishing 

websites detection using Pruning Decision Tree to reduce false positive. Another 

purpose is categorize phishing websites in order to increase the awareness level 

among usersthrough giving them tips based on the type of phishing website. 

1.8       Organization of Report 

The thesis consists of 4 chapters. Chapter one describes the introduction, 

problem background, problem statements, objectives, the scope of study and 

significant of study. Chapter twois presenting literature review. Chapter three 

includes the project methodology.  Chapter four presents the findings of the initial 

result. 
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