
 
 
 
 

BAYESIAN ESTIMATION OF RELIABILITY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

DEPRIWANA RAHMI 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

UNIVERSITI TEKNOLOGI MALAYSIA 
 

 

 

 



PSZ 19 :16 (Pind. 1/97) 
UNIVERSITI TEKNOLOGI MALAYSIA 

 

BORANG PENGESAHAN STATUS TESIS  

 

JUDUL    BAYESIAN ESTIMATION OF RELIABILITY 

SESI PENGAJIAN   :   2005/2006 

  Saya                                          DEPRIWANA RAHMI
( HURUF BESAR ) 

 
mengaku membenarkan tesis ( PSM / Sarjana / Doktor Falsafah )* ini disimpan di Perpustakaan 
Universiti Teknologi Malaysia dengan syarat-syarat kegunaannya seperti berikut: 
 
1. Tesis adalah hak milik Universiti Teknologi Malaysia. 
2. Perpustakaan Universiti Teknologi Malaysia dibenarkan membuat salinan untuk tujuan pengajian 

sahaja. 
3. Perpustakaan dibenarkan membuat salinan tesis ini sebagai bahan pertukaran antara institusi 

pengajian tinggi. 
4. * * Sila tandakan (   ) 
 
 
 
 
 
 
 
 
     
                                                                                                                      

                                                                                              Disahkan oleh 
 
 
__________________________________                             __________________________________ 

     ( TANDATANGAN PENULIS )                                             ( TANDATANGAN PENYELIA ) 
 
Alamat Tetap : Jl. Hangtuah, No 6                                          DR ROBIAH ADNAN 

                       Pekanbaru

                       Riau-Indonesia                                 

Tarikh             :     November 2005                                    Tarikh   :     November 2005 
      

  

SULIT 

TERHAD 

TIDAK TERHAD

(Mengandungi maklumat yang berdarjah keselamatan 
atau kepentingan Malaysia seperti yang termaktub di 
dalam AKTA RAHSIA RASMI 1972) 

(Mengandungi maklumat terhad yang telah ditentukan 
oleh organisasi / badan di mana penyelidikan dijalankan) 

CATATAN :  *      Potong yang tidak berkenaan 
**    Jika tesis ini SULIT atau TERHAD, sila lampirkan surat daripada pihak  
        berkuasa/organisasi berkenaan dengan menyatakan sekali sebab dan tempoh      
        tesis ini perlu dikelaskan sebagai SULIT atau TERHAD. 

     Tesis dimaksudkan sebagai tesis bagi Ijazah Doktor Falsafah dan Sarjana secara                            
        penyelidikan, atau disertai bagi pengajian secara kerja kursus atau    
        penyelidikan, atau Laporan Projek Sarjana Muda (PSM). 

 
 



 

 

 

 

 

 

 

 

 

 

 

“I hereby declared that I have read this dissertation entitled ‘Bayesian Estimation of 

Reliability’ and in my opinion it is sufficient in term of scope and quality for the 

award of the degree of Master of Science (Mathematics)” 

 

 

Signature  :  

Supervisor’s Name : Dr. Robiah Adnan 

 Date   :         November 2005   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



i 

 
 
 
 

BAYESIAN ESTIMATION OF RELIABILITY  
 
 
 
 
 
 
 
 
 

DEPRIWANA RAHMI 
 
 
 
 
 
 
 
 

A dissertation submitted in fulfilment 

Of the requirements for the award of the Degree of 

Master of Science (Mathematics) 

 
 
 
 
 
 

Faculty of Science 
University Technology Malaysia 

 
 
 
 
 
 
 

November 2005 
 
 
 
 
 
 
 



ii 

 

 

 

 

 

 

 

 

 

 

 

 

 

“I declare that this dissertation entitled ‘Bayesian Estimation of Reliability’ is the 

result of my own research except as cited in the references. The dissertation has not 

been accepted for any degree and is not concurrently submitted in candidature of any 

other degree” 

 

Signature  : ……………………………. 

Name   : Depriwana Rahmi 

Date   : November 2005 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



iii 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Alhamdullillah.. 

 

This dissertation is dedicated to my beloved Papa Darsamin and Mama Ernawati, 

Thanks for supporting me 

Brothers and sisters; 

Thanks for encouraging and supporting me and also to someone who 

Always by my side, Bang Teddy Purnamirza, thanks for all. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



iv 

 
 

 
 

ACKNOWLEDGEMENT 
 
 
 
 

First of all, I would like to thank “Allah SubhanaWaTaala” for His 

mercy. In completing this dissertation, I have been helped by many people. In 

particular, I would like to express my deepest appreciation to my supervisor, Dr. 

Robiah Adnan for her invaluable guidance in the completion of this dissertation.  

 
 

My appreciation, thanks and love to Papa and Mama and all my family members 

who always give me support and love. To someone that always give me inspiration. 

 

 

Many thanks to all my coursemates and to all those that I cannot mention their 

names personally that have directly or indirectly helped me in completing my study 

and dissertation. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



v 

 
 
 
 
 

ABSTRACT 
 
 
 

 
Most of statistical theory thought at the undergraduate level is based on 

classical probability or frequentist probability. Also, the estimation techniques 

widely used are maximum likelihood estimation (MLE) and methods of moment. 

This dissertation discusses the subjective probability as an alternative theory, where 

Bayesian estimation is used. Based on a random sample of 20 observations that was 

generated from Weibull distribution, we compare the reliability estimation using 

MLE and Bayesian approach. We found out that the mean percentage error for 

Bayesian is 7.9678, which is lower than MLE mean percentage error of 10.8434. 

Thus, bayesian reliability estimation is better. 
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ABSTRAK 

 
 
 

 
Kebanyakan teori statistik yang diajar pada peringkat sarjana muda adalah 

berdasarkan kebarangkalian klasik atau kebarangkalian frekuensi. Teknik anggaran 

yang biasa digunakan dengan meluas ialah kebolehjadian maksimum dan kaedah 

momen. Oleh itu, disertasi ini akan membincangkan tentang kebarangkalian subjektif 

sebagai teori alternatifnya, yang menggunakan anggaran Bayesian. Berdasarkan 

sampel rawak, 20 cerapan yang diambil daripada taburan Weibull, anggaran 

kebolehpercayaan menggunakan anggaran kebolehjadian maksimum dengan 

pendekatan Bayes dibandingkan. Didapati min peratusan ralat bagi Bayes adalah 

7.9678. Nilai ini lebih rendah berbanding dengan anggaran kebolehjadian maksimum 

yang memberikan nilai 10.8434. Dengan itu anggaran kebolehpercayaan Bayes 

adalah lebih baik. 
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CHAPTER 1 

 
 
 

RESEARCH FRAMEWORK 

 
 
 
 
1.1 Background and Motivation 

 
 

In real world problem, we often face with the task of making inferences or 

decisions under uncertainty. The uncertainty of any event may be represented 

quantitatively in the form of probability. There are four types of probability theory: 

 
 

1. Classical probability 

 
 

Classical logic is the most important formalism to philosophers of science, 

but is limited because propositions can only be true or false, and nothing between. 

The classical interpretation of probability is based on the concept of equally likely 

outcomes that is has the same probability (DeGroot H, 1986). 

 
 

  Two basic difficulties arise when an attempt is made to develop a formal 

definition of probability from the classical interpretation (DeGroot H, 1986).  

 

1. The concept of equally likely outcomes is essentially based on the concept of 

probability that we are trying to define. The statement that two possible 

outcomes are equally likely to occur is the same as the statement that two 

outcomes have the same probability. 

2. No systematic method is given for assigning probabilities to outcomes that 

are not assumed to be equally likely. 
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2. Logical probability 

 
 

The probability of an event is the rational degree of belief in the event 

relative to some given evidence. But this interpretation of probability has been 

generally abandoned because prescription was never given for how logical 

probabilities were to be assigned   and compared (Popper, 1959).  

 
 

3. Frequency probability 

 
 

The frequency or frequentist probability of an event is a factual statement 

about the world. If an event can occur in just a finite number of ways, the frequency 

probability of the event is defined as the ratio of the favorable number of ways the 

particular event can occur compared with the total number of possible event (James, 

2003). 

 
 

4. Subjective probability  

 
 

The subjective probability is based on the natural concept of probability, as 

degree of belief, related to a status of uncertainty, whilst the Bayes’ theorem is the 

logical tool to update the probability in the light of new pieces of information 

(D’Agostini, 2003) These theories are different from logical theories in that, different 

individuals are expected to have different probabilities for an event, even when their 

knowledge is the same. 

 
 

Different events may have different degree of probability, depending whether 

we think that they are more likely to be true or false. Different expressions could be 

used to mean exactly the same concept. For example, given two events  and , it 

could be said:  is considerable more likely than ;  is more confident; having 

to choose between and  to win a price,  would be promptly chosen 

(D’Agostini, 2003). 

1E 2E

2E 1E 2E

1E 2E 2E
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It is reported that basic difference between Bayesian and frequentist is these 

Bayesians condition on the data actually observed, and consider the probability 

distribution on the hypothesis; Bayesians believe it is reasonable to put probability 

distribution on hypothesis and they behave accordingly (Jeffrey, 1961).  

 
 

While the frequentist condition on a hypothesis of choice and consider the 

probability distribution on the data, whether observed or not, frequentists do not 

think it is reasonable to put probability distributions on hypothesis (in their opinion, 

one hypothesis is true, the rest are false, even we do not know which is the case). 

Maximum Likelihood Estimation (MLE) is the estimation technique that is used in 

frequentist probability. 

 
 

Bayesians are interested in the way this function varies with parameters. 

While the frequentists are interested in its variation on the data. The frequentist is 

that it is never talked about the probability distribution of the true value of a 

parameter. The Bayesian posterior uses the marginal distribution at each point, 

integrate out the nuisance parameter, the frequentist uses the conditional probability. 

 
 
Maximum Likelihood Estimation (MLE) is generally used in many 

applications as an estimation technique for a particular data as well as the others 

technique such as Method of Moment, Least Squared, etc. Meanwhile, the Bayesian 

technique is rarely used as an estimation technique for a particular data. Therefore, it 

is interesting and challenging to implement the Bayesian technique as an estimation 

technique for a particular data as well as analyzing the result between Bayesian 

estimation and Maximum Likelihood Estimation.  
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1.2 Research Objectives and Scopes 

 
 

The main objective of this dissertation is to conduct the estimation of weibull 

scale and shape parameters using Bayesian method and non-Bayesian method. A 

reliability estimation using these techniques are compared as an application these 

techniques. 

 
 
In this dissertation, the estimation result between Bayesian technique and 

maximum likelihood estimation will be analyzed. The reliability of Bayesian will 

also be analyzed. 

 
 
The maximum likelihood estimation (MLE) will be used as estimation 

technique for non-Bayesian Method. The reason why MLE is used is because MLE 

is the estimation technique of frequentist probability. 

 
 
Since it is difficult to calculate all the formulas in chapter 3 manually, the 

Matlab programming is written and run to calculate all the formulas and obtain the 

graph. 

 
 
 
 

1.3 Organization of Dissertation 

 
 

This dissertation is organized into four chapters.  
 
 
Chapter 1 explains the research framework. It begins with the explanation of 

the background of the dissertation, and the explanation of the objectives and scope of 

this study. 

 
 
Chapter 2 concludes the relevant literature on Bayesian estimation, non- 

Bayesian estimation, reliability analysis and their applications. 
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Chapter 3 calculates and analyzes the result of Bayesian estimation and 

maximum likelihood estimation (MLE). The analysis of the reliability of the 

Bayesian estimation is also presented.  

 
 
Chapter 4 summarizes the whole study. This chapter includes the conclusions 

and the suggestions for the future research. 
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