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ABSTRACT 

The effort of searching an optimal solution for scheduling problems is 
important for real-world industrial applications especially for mission-time critical 
systems.  In such an environment, an optimal result should be obtained within a 
relatively reasonable time. Genetic algorithms (GA) have long been applied to the 
many scheduling problems especially for solving job shop scheduling problems. 
However there are several problems when implementing GA into job shop 
scheduling problem (JSSP) such as slow and premature convergence. GA on one 
single personal computer is very time consuming while harder problems need bigger 
population and this has translate directly into higher computational costs. Therefore, 
this research proposes a different approach in solving JSSP using GA. Instead of 
conventional approach of using “serial” GA on a single PC, this research looks into 
the possibility of using parallel and distributed computing techniques and parallel 
genetic algorithm (PGA) in solving the same problems. Island model is chosen in 
this research to suit the implementation of distributed computing environment. The 
proposed PGA is a combination of both Asynchronous Colony Genetic Algorithm 
(ACGA) and Autonomous Immigration Genetic Algorithm (AIGA). This hybrid 
PGA is originally applied to symmetric multiprocessor machine (SMP) by Haruki 
Inoue. This type of modeling of PGA is based on the biologically reported 
observation that isolated environments, such as islands, often produce animal species 
that are more specifically adapted to the peculiarities of their environments than 
corresponding areas of wider surfaces. This theory also led to the hypothesis that 
several competing subpopulations could be more search-effective than a wider one in 
which all the members are held together. Each “island” is a different type of serial 
GA which represents one PC. Each island is using a combination of different 
crossover operator (GOX, Giffler and Thompson (GT) Crossover) and selection 
method (random selection, roulette wheel selection) into different types of serial GA. 
Every “island” has a certain convergence point where the improvement of the 
population fitness is almost stagnant. Therefore to solve this kind of undesired 
situation; a more sophisticated idea is used in this coarse grained PGA. This model of 
parallelization introduces a migration operator that is used to send some individual 
from one “island” to another “island”. The individual can migrate to any other 
“island” at their own judgment. Communication overhead during migration process 
is reduced by implementing a global mailbox method. Results show that PGA with a 
combination of different types of GA that creates a partially isolated environment for 
each sub demes, allowing a wider and more effective search, has outperformed PGA 
with a single type of GA. This research does not consider network topology in the 
scope as the system is linked via office network. To further improve the robustness 
of the system in the future, functions such as process migration and parallel 
input/output - by migrating intensive I/O processes to file servers (rather than the 
traditional way of bringing data to the processes) should be developed.  
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ABSTRAK 

Usaha untuk mendapatkan penyelesaian yang optima untuk masalah 
penjadualan (scheduling) adalah sangat penting di dalam aplikasi dunia industri 
sebenar terutamanya sistem misi kritikal. Dalam situasi tersebut, keputusan yang 
optima sepatutnya dapat diperolehi dalam masa yang singkat. Algoritma Genetik 
(GA) telah lama diaplikasikan dalam banyak penyelesaian masalah penjadualan 
terutamanya untuk menyelesaikan masalah JSSP (job shop scheduling problems).
Walau bagaimanapun, masih terdapat banyak kelemahan apabila mengimplikasikan 
GA dalam JSSP seperti penumpuan (convergence) yang perlahan. Operasi GA 
menggunakan komputer peribadi tunggal memakan masa yang lama manakala 
masalah lebih sukar memerlukan populasi yang lebih kompleks. Oleh itu, 
penyelidikan ini mencadangkan satu pendekatan yang berbeza dalam menyelesaikan 
JSSP dengan menggunakan GA. Tesis ini menyiasat kemungkinan menyelesaikan 
masalah JSSP dengan teknik pemprosesan selari and PGA (parallel genetic 
algorithms). Model pulau (island model) telah dipilih sebagai model utama yang 
bersesuaian dengan teknik pemprosesan selari dalam tesis ini. PGA yang 
dicadangkan adalah merupakan gabungan dari ACGA (asynchronous colony genetic 
algorithm) dan AIGA (autonomous immigration genetic algorithm). PGA hibrid ini 
pernah diimplikasikan oleh Haruki Inoue pada SMP (symmetric multiprocessor 
machine). Model PGA ini adalah berdasarkan kepada pemerhatian biologi yang 
mengatakan bahawa dalam suasana terasing, pulau biasanya menghasilkan spesis 
haiwan yang mempunyai ciri-ciri tertentu yang bersesuaian dengan suasana pulau 
tersebut. Teori yang satu lagi mengatakan bahawa beberapa populasi yang kecil dan 
bersaing adalah lebih baik daripada satu populasi yang besar dalam proses mencari 
penyelesaian. Setiap “pulau” yang dicadangkan dalam penyelidikan ini 
menggunakan jenis GA yang berbeza. Setiap GA terdiri daripada gabungan operator 
pengabungan (crossover), cara pemilihan (selection) dan lain-lain yang berbeza. 
Tiap-tiap “pulau” mempunyai titik penumpuan di mana nilai fitness populasi menjadi 
statik. Oleh itu, untuk menyelesaikan masalah seperti ini, salah satu idea yang lebih 
canggih ialah menggunakan model PGA yang dicadangkan. Model PGA ini 
memperkenalkan satu operator penghijrahan yang digunakan untuk menghantar 
beberapa individu dari satu “pulau” ke “pulau” yang lain. Individu ini akan berhijrah 
ke “pulau” lain bergantung kepada keputusan masing-masing. Kos komunikasi 
semasa migrasi telah dikurangkan dengan satu teknik yang dipanggil “peti surat 
global” (global mail box method) Pengujian dengan konfigurasi PGA seperti 
dikatakan tadi telah mempercepatkan proses GA dan memendekkan masa yang 
diperlukan untuk memperolehi satu penyelesaian yang baik. Prestasi PGA dalam 
menyelesaikan JSSP adalah lebih baik berbanding PGA dengan hanya satu jenis GA.  
Untuk meningkatkan keupayaan system ini, fungsi seperti migrasi proses dan 
masukan/keluaran selari melalui migrasi masukan/keluaran intentif ke “server” fail 
harus dibangunkan. 
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CHAPTER 1 

INTRODUCTION

1.1 Introduction 

When the manufacturing world grows more sophisticated, the problems 

involved seem to be getting harder to solve as well. Many applications appear on the 

market as the need to use material and human resources more efficiently and 

effectively arise. The job shop scheduling problem (JSSP) is a notoriously difficult 

NP-hard combinatorial optimization problem. Similar to the process of the 

manufacturing world, it is consequently used as one benchmark for determining the 

effectiveness of local search algorithms. Each word in job shop scheduling has its 

own definition. Job is a piece of work that goes through a series of operations. Shop 

is a place for manufacturing or repairing of goods or machinery and scheduling is 

defined as a decision process aiming to deduce the order of processing. In short, job 

shop scheduling means an activity to allocate share resources over time to competing 

activities. 

In today competitive environment where speed and efficiency are the main 

factors, conventional search algorithms are no longer adequate in solving 

manufacturing problems such as flow-shop scheduling and job-shop scheduling 

effectively. Traditional methods lack intelligence, robustness and flexibility to solve 

these problems. As a result, researches are looking into the possibility of applying 

artificial intelligence (AI) techniques for such problems. Two prominent fields arose, 

connectionism (neural networking, parallel processing) and evolutionary computing. 

Both of these major fields are more well-known as artificial intelligence. An AI 

system usually is capable of doing three things: 1) stores knowledge; 2) applies the 
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knowledge stored to solve problems; and 3) acquires new knowledge through 

experience (Haykin, 1994). AI can be categorized into many areas such as fuzzy 

logic, artificial neural networks, expert system, genetic algorithms, chaos theory, 

natural language system, etc. However, this thesis will only consider the area of 

evolutionary computing which is more well-known as genetic algorithms and genetic 

programming. 

Genetic algorithms are among the techniques that is getting a lot of attention 

from researchers in many fields of engineering and manufacturing especially in the 

area of scheduling. Genetic algorithms are basically algorithms based on natural 

biological evolution. The architecture of systems that implement genetic algorithms 

(GA) is more capable of adapting to a wide range of problems. Generally, a GA 

functions by generating a large set of possible solutions to a given problem. It then 

evaluates each of the solutions, and decides on a "fitness level” for each solution set. 

These solutions then breed new solutions. The parent solutions that were more "fit" 

are more likely to reproduce, while those that were less "fit" are more unlikely to do 

so. In essence, solutions are evolved over time.  

Genetic algorithms have been implemented successfully for many scheduling 

problems such as timetabling, one machine scheduling, job shop scheduling and so 

on. GA is preferred because of their capability of producing a good solution without 

searching through the whole search space by brute force like traditional method 

which might take a long time to reach an optimal solution with current computer 

power.

In some scheduling problems, especially in manufacturing industries, time 

taken to reach an optimal solution is a crucial factor. Therefore, it is essential to find 

ways of decreasing the processing time in finding the solution. One of the ways of 

achieving this requirement has led to the exploration of parallel genetic algorithms.  

Parallel genetic algorithm is another popular area of genetic algorithms. When we 

speak of parallel genetic algorithms, naturally it involves parallel computers as a 

mean of implementing the algorithms. Many types of parallel architectures have been 

introduced and employed by researchers. While some of the works use explicitly 
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parallelization of the genetic algorithms (much like the parallelization of any 

algorithm), some introduce changes to the architectural composition the way genetic 

algorithms function. While parallelizing the genetic operations (e.g. crossover, 

mutation, evaluation) over the population is an example to the efforts of the first 

kind, population migration is a good example to the second kind. (Onur, 2002).  

1.2 Literature Review 

From our review, many methods have been used to solve JSSP. For example, 

mathematical programming has long been applied extensively to job shop scheduling 

problems. Problems are normally formulated using integer programming, mixed-

integer programming, linear programming and dynamic programming. However, the 

use of these approaches has been limited because scheduling problems belong to the 

class of NP-complete problems.  

According to Balas (1969) and Roy et al (1964) the JSSP can be represented 

with a disjunctive graph. The disjunctive graph G = (N, A, E) is defined as follows: 

N contains nodes representing all operations, A contains arcs connecting consecutive 

operations of the same job, and E contains disjunctive arcs connecting operations to 

be processed by the same machine. A disjunctive arc can be settled by either of its 

two possible orientations. The construction of a schedule will settle the orientation of 

all disjunctive arcs so as to determine the sequences of operation on same machines. 

Once a sequence is determine for a machine, the disjunctive arcs connecting 

operations to be processed by the machine will be replaced by the usual (oriented) 

precedence arrow, or conjunctive arc. Figure 1.1 illustrates the disjunctive graph for 

a three-job three machine instance, where each job consists of three operations. 

Since the job shop scheduling problem is to find the order of the operations 

on each machine that is, to settle the orientation of the disjunctive arcs such that the 

resulting graph is acyclic (there are no precedence conflicts between operations ) and 

that the length of the maximum weight path between the start and end nodes is 
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minimal. The length of a maximum weight (or longest) path determines the 

makespan. However, when come to flexibility and practicability, this method has 

some disadvantages as the data in each node of the arc is fix and cannot be change 

thus making it not flexible enough for real world application.

0 4 5 6

321

7 8 9

1
0

 Figure 1.1 Example of disjunctive graph representation 

Using heuristic rules in solving JSSP is not new. The heuristic procedures for 

a job-shop problem can be roughly classified into two classes: one pass heuristic and 

multi-pass heuristic. Base on priority dispatching rules, one pass heuristic builds up a 

single complete solution by fixing one operation at a time in the schedule. This type 

of conventional heuristic is fast and usually is used to find solutions that are not too 

difficult. While multi-pass heuristic is simply the combination of multiple one pass 

heuristics in order to obtain better schedules at some extra computational cost. 

On the other hand, dispatching rules have been applied consistently to 

scheduling problems. They are procedures designed to provide good solutions to 

complex problems in real-time. The terms such as dispatching rule, scheduling rule, 

sequencing rule, or heuristic are often used synonymously in this area of research (J. 

Blackstone et al, 1982). Dispatching rules are named according to their performance 

criteria. D. Wu (1987) categorized dispatching rules into 3 classes. Class 1 contains 

simple priority rules, which are based on information related to the jobs. Class 2 

consists of combinations of rules from class one. The particular rule that is 
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implemented can now depend on the situation that exists on the shop floor. Class 3 

contains rules that are commonly referred to as Weight Priority Indexes. This 

heuristic is applied in this thesis. 

The algorithms of Giffler and Thompson (1960) can be considered as basic of 

all priority rules based heuristics. Giffler and Thompson have proposed algorithms 

for active and non-delay schedules generation. The algorithms are based on a tree-

structured approach. The nodes in the tree correspond to partial schedules, the arcs 

represent the possible choices and the leaves of the tree are the set of enumerated 

schedules. The algorithm essentially identifies all processing conflicts when a partial 

schedule first generated and an enumeration procedure is used to resolve the conflicts 

in all possible ways at each consecutive stage. By contrast, heuristic resolve there 

conflicts with priority dispatching rules; that is they specify a priority rule for 

selecting one operation among the conflicting operations. At each stage, a list of 

schedulable operations is generated. The list of operations is determined from the 

precedence structure. The valid operations (schedulable operations) are the 

operations with immediately scheduled predecessors which can be simply 

determined from the precedence structure. An extensive summary and discussion is 

being published by Panwalkar and Iskander (1977) and Haupt (1989).

Randomized heuristic as what it sounds like is based on the idea of randomly 

selecting a dispatching rule from a family of heuristic at each stage. At each selection 

of an operation, this algorithm will choose a dispatching rule randomly throughout an 

entire schedule generation. This algorithm is an early attempt to provide more 

accurate solution (Baker, 1974). Morton and Pentico (1993) proposed a guided 

random approach that used an excellent heuristic to explore the problem and provide 

good guidance as to where to search.

For NP-hard problem such as JSSP, neighborhood search methods are very 

popular. Neighborhood search methods have been proven to provide good solutions 

and have the potential to be enhanced when combined with other heuristics. One of 

the first neighborhood procedures was developed by L. Wilkerson and J. Irwin 

(1971). This method iteratively added small changes (“perturbations”) to an initial 
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schedule. Having the similar concept with hill climbing, these techniques continue to 

perturb and evaluate schedules until the termination condition is reached. Popular 

techniques such as Tabu search, simulated annealing, and genetic algorithms belong 

to this family. 

The concept of Tabu search (F. Glover, 1996) is to explore the search space 

of all feasible scheduling solutions by a sequence of moves. Similar to gradient-

based techniques, this method performs its search by moving from one schedule to 

another schedule, evaluating all candidates and selecting the best available. Those 

moves that trap the search at a local optimum, or lead to cycling (repeating part of 

the search) are classified as tabu (forbidden). These moves are put on the Tabu List 

that built up from the history of moves used during the search. Exploration of new 

search space is forced by these tabu moves until the old solution area (e.g., local 

optimum) is left behind. Another essential element in tabu search is that of freeing 

the search by a short term memory function that provides “strategic forgetting”. 

Adaptive Memory Programming (AMP) is the more advanced framework of the 

Tabu search methods. Tabu search methods have been applied successfully to 

scheduling problems and as solvers of mixed integer programming problems. Tabu 

search has difficulty in satisfying JSSP problem with high constraints and large 

neighborhood.

Simulated annealing is based on the analogy to the physical process of 

cooling and recrystalization of metals. Simulated annealing has three key elements: 

current state of the thermodynamic system, energy equation and ground state. These 

three elements are analogous to current scheduling solution, objective function, and 

the global optimum respectively. In addition to the global energy J, there is a global 

temperature T, which is lowered as the iterations progress. Using this analogy, the 

technique randomly generates new schedules by sampling the probability distribution 

of the system [S. Kirkpatrick et al, 1983]. Since increases of energy can be accepted, 

the algorithm is able to escape local minima. Simulated annealing has been applied 

effectively to scheduling problems. A. Vakharia and Y. Chang (1990) developed a 

scheduling system based on simulated annealing for manufacturing cells.  
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Fuzzy set theory being useful in modeling and solving problem with 

uncertainty has been used to solve job shop scheduling problem with uncertain 

processing time, constraint and setup time. The uncertainties in the problems are 

represented by fuzzy memberships that are described by using the concept of an 

interval of confidence. Fuzzy logic techniques are usually integrated with other 

methodologies (e.g., search procedures, constraint relaxation) in solving problems.  

J. Krucky (1994) solved the problem of minimizing setup times of mix 

product production line using fuzzy logic. The heuristic that incorporated fuzzy logic 

into the algorithm assists in setup time minimization process by clustering assemblies 

into families of products that share the same setup by balancing a product’s 

placement time between multiple-high-speed placement process steps. On the other 

hand, Y. Tsujimura et al (1993) developed a hybrid system that uses fuzzy set theory 

to model the processing times of a flow shop scheduling facility. These processing 

times are represented by Triangular Fuzzy Numbers (TFNs). Each job is defined by a 

lower bound and an upper bound TFNs. Minimization of makespan is done with a 

branch and bound procedure.

Reactive scheduling is generally defined as the ability to revise or repair a 

complete schedule that has been "overtaken" by events such as rush orders, excessive 

delays, and broken resources on the shop floor  (K. Kempf, 1995). Scheduling 

system using the reactive repair waits until an event has occurred before it attempts 

to recover from that event. Proactive adjustment requires a capability to monitor the 

system continuously, predict the future evolution of the system, do an emergency 

planning for likely events, and generate new schedules, all during the execution time 

of the current schedule. R. Wysk et al (1986) , W. Davis and A. Jones (1988) are 

three researchers that study knowledge of this category. Approaches that are more 

recent utilize artificial intelligence and knowledge-based methodologies (S. Smith, 

1995). Still most of the AI approaches propose a quasi-deterministic view of the 

system, i.e., a stochastic system featuring implicit and/or explicit causal rules. The 

problem formulation used does not recognize the physical environment of the shop 

floor domain where interference not only leads to readjustment of schedules but also 

imposes physical actions to minimize them.  
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T. Starkweather et al (1993) were the first researchers to implement genetic 

algorithms to a dual-criteria job shop scheduling problem in a real production 

facility. Both of the criteria were the minimization of inventory and the minimization 

of waiting time for an order to be selected. These criteria are inversely related (The 

smaller the inventory, the longer the wait, larger the inventory, the shorter the wait). 

A symbolic coding was used for each member (chromosome) of the 

population to represent the production or shipping optimization problem. The 

Genetic Algorithm used to solve this problem was based on a modification to the 

blind recombinant operator described above. This recombination operator 

emphasized information about the relative order of the elements in the permutation, 

because this impacts both inventory and waiting time. A single evaluation function (a 

weighted sum of the two criteria) was utilized to rank each member of the 

population. That ranking was based on an on-line simulation of the plant operations. 

This approach generates schedules that produced inventory levels and waiting times 

that were acceptable to the plant manager. In addition, the integration of the genetic 

algorithm with the on-line simulation made it possible to react to system dynamics. 

These applications have emphasized the utilization of genetic algorithms as a "solo" 

technique. This has limited the level of complexity of the problems solved and their 

success. Recent research publications have demonstrated the sensitivity of genetic 

algorithms to the initial population. When the initial population is generated 

randomly, genetic algorithms are shown to be less efficient that the annealing-type 

algorithms, but better than the heuristic methods alone. However, if the initial 

population is generated by a heuristic, the genetic algorithms become as good as, or 

better than the annealing-type algorithms. In addition, integration with other search 

procedures (e.g., tabu search) has enhanced the capabilities of both. This result is not 

surprising, as it is consistent with results from non-linear optimization.  
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1.3 Objectives of Research 

The objective of this research is to propose a new hybrid parallel genetic 

algorithm (PGA) for application in job shop scheduling problems. This objective is 

broken down to the following sub-objectives: 

1. To investigate the performance of the proposed parallel genetic algorithm and 

compare with existing techniques.  

2. To compare the performance of sequential GA and PGA under different 

combination of GA operators. 

3. Reduce the communication overheads of the parallel computing (message 

passing) that contribute to more effective use of parallel computer power.  

1.4 Scope of Research 

The scope of research includes the following: 

1. A comparative study of 6 combinations of GA operators using 20 benchmark 

data sets. 

2. Investigate the performance of the 4 configurations of the parallel GA. 

3. Investigating the effectiveness of a new hybrid parallel GA. 

4. This research only concentrate on static job shop scheduling problem.  

5. This thesis does not consider the network topology of a PGA into the 

research.

1.5 Thesis Layout 

Chapter 2 introduces genetic algorithms. Each element in the structure of 

genetic algorithms is briefly described. This is followed by chapter 3 that provides an 
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introduction to job shop scheduling problems with a simple example of job shop 

scheduling problem. 

Chapter 4 provides an overview of the parallel computer structure and model. 

A brief survey on available parallel genetic algorithms is discussed. Three classes of 

approaches are included, (i) global parallelization, (ii) coarse grained parallelization 

and (iii) fine grained parallelization.

Chapter 5 describes the implementation of sequential genetic algorithms 

developed in this research to solve JSSP with comparative results and discussions 

presented on various experiments.  

Chapter 6 describes the implementation of proposed parallel genetic 

algorithms along with results and discussions on various experiments such as 

migration rate and migration interval.  

Chapter 7 summarizes this research, discusses the outcome of experiment and 

proposed methods. Recommendations on future development are included in this 

chapter.


