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ABSTRACT 

 

 

 

Security is an important aspect in our daily life. Intrusion Detection Systems 

(IDS) are developed to be the defense against security threats. Current signature 

based IDS like firewalls and antiviruses, which rely on labeled training data, 

generally cannot detect novel attacks. The purpose of this study is to improve the 

performance of IDS in terms of detection accuracy and reduce False Alarm Rate 

(FAR). Clustering is an important task in data mining that is used in IDS applications 

to detect novel attacks. Clustering refers to grouping together data objects so that 

objects within a cluster are similar to one another, while objects in different clusters 

are dissimilar. K-Means is a simple and efficient algorithm that is widely used for 

data clustering. However, its performance depends on the initial state of centroids 

and may trap in local optima. The Gravitational Search Algorithm (GSA) is one 

effective method for searching problem space to find a near optimal solution. In this 

study, a hybrid approach based on GSA and k-Means (GSA-kMeans), which uses the 

advantages of both algorithms, is presented. The performance of GSA-kMeans is 

compared with other well-known algorithms, including k-Means and Gravitational 

Search Algorithm (GSA). Experimental results on the KDDCup 1999 dataset have 

demonstrated that the proposed method is more efficient in the detection of intrusive 

behavior than conventional k-Means and standard GSA which shows 80.62% 

detection accuracy and 7.45% FAR. 
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ABSTRAK 

 

 

 

Keselamatan adalah satu aspek yang penting dalam kehidupan seharian kita. 

Sistem Pengesanan Pencerobohan (IDS) dibangunkan untuk menjadi pertahanan 

terhadap ancaman keselamatan. Tandatangan semasa berasaskan IDS seperti firewall 

dan antivirus, yang bergantung pada data latihan yang dilabel, umumnya tidak dapat 

mengesan serangan novel. Tujuan kajian ini adalah untuk meningkatkan prestasi IDS 

dari segi ketepatan pengesanan dan mengurangkan Kadar Penggera Palsu (FAR). 

mengikut klasifikasi data. Pengelompokan adalah satu tugas yang penting dalam 

perlombongan data yang digunakan dalam aplikasi IDS untuk mengesan serangan 

yang tidak diketahui. Pengelompokan merujuk kepada pengumpulan bersama objek 

data supaya objek di dalam kelompok adalah sama antara satu sama lain, manakala 

objek di dalam kelompok yang berbeza adalah berbeza. K-means adalah algoritma 

yang mudah dan berkesan yang digunakan secara meluas bagi pengelompokan data. 

Walau bagaimanapun, prestasinya bergantung kepada keadaan awal sentroid dan 

boleh terperangkap dalam optima tempatan. Algoritma Search Graviti (GSA) adalah 

salah satu kaedah yang berkesan dalam mencari ruang masalah untuk mencari 

penyelesaian optimum berhampiran. Dalam kajian ini, pendekatan hibrid 

berdasarkan GSA dan k-means (GSA-kMeans), yang menggunakan kelebihan kedua-

dua algoritma, dibentangkan. Prestasi GSA-kMeans dibandingkan dengan algoritma 

terkenal lain, termasuk k-Means dan Algoritma Search Graviti (GSA). Keputusan 

eksperimen set data Piala KDD 1999 telah menunjukkan bahawa kaedah yang 

dicadangkan adalah lebih cekap dalam pengesanan tingkah laku berbanding daripada 

k-Means konvensional dan standard GSA yang menunjukkan pengesanan ketepatan 

80.62% dan 7.45% FAR. 
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CHAPTER 1 

 

 

 

INTRODUCTION 

 

 

 

1.1. Overview 

 

 

In recent years, networks have developed into a compound infrastructure and 

also in a few years, the network`s bandwidth has grown very considerably so that 

end users have access into a high-speed network. In addition, large number of 

devices such as laptops, cellphones and Personal Digital Assistants (PDA) are 

wirelessly connected to Internet so notably Internet has become a mission–critical 

infrastructure for companies and every user who has access to the Internet. Because 

of this, security has become a primary concern in today`s world [1]. 

 

 

The major concern with this situation is that the rate of potential attackers 

who can violate a given system has extremely climbed. One more reason that 

emphasizes on the importance of computer security is that today mostly sensitive and 

critical data is stored on computers which is accessible both locally and remotely, for 

instance; medical records which consist of personal information are stored on 

computers and can potentially be accessed remotely by a malicious attacker. 

 

 

What is more is that many businesses use computer systems to perform their 

functions consequently, a computer system problem can shut down the whole 

procedure. For example, an online store would not get any customers if their network 

connection fails. 
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Actually, providing privacy is an incredibly important topic. It is vital to 

make assure that the confidentiality and integrity of sensitive data is protected, which 

the integrity of essential data is not violated, and that the availability of critical 

systems is guaranteed [2]. The main purpose of computer security is to accomplish 

all these goals. Although, all security provisions are met, an attacker mostly find a 

gap, since the existing security mechanisms fail, so it shows that an additional 

protection is needed. In order to provide an extra layer of defense, intrusion detection 

systems (IDSs) have been proposed. 

 

 

Audit data are scanned by IDSs in order to discovery an indication of 

malicious behavior. When the indicator of probable security destruction is found, the 

administrator of system is alerted and presented with a report about the incident, and 

then the system administrator reacts to the report. Intrusion detection system is an 

application that can detect unwanted traffic on a network or a device. IDS can be a 

part of installed software or a physical utilization which observer network traffic in 

order to detect undesirable activity and events like illegal and malicious traffic that 

violates security policy, and break up conventional use policies [3].  

 

 

 

1.2. Problem Background 

 

  

Intrusion detection systems are classified in several ways that the most 

common categorization is by detection method.  There are two main types of 

detection methods: misuse detection and anomaly detection [2]. Misuse detection 

systems apply regular records that clearly model what is not acceptable. Everything 

that does not match any of the records is permitted. 

 

 

Anomaly-based systems use a model of normal activity and anything which 

is not compliance with the model is considered an attack. The instruction of anomaly 

detector is that it deems all abnormal events are attacks so all attacks produce 

anomalous events. Misuse-based systems, on the other hand, can merely identify 
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attacks which are exist in the regular database, and cannot detect a novel attack 

unless it has some dissimilarity of one of the attacks already in the rule base [4]. 

 

 

The most significant issue with IDSs is that they produce a huge amount of 

alerts that are not generated by actual attacks. These false alerts are usually stated as 

false positives. One solution to prevent the high rate of false positive is to attack 

classification; this means that normal behavior can be identified from abnormal [5]. 

 

 

Clustering is a method which plays a vital role in distinguishing the attacks 

from events that its main job is to group the similar data together based on the 

characteristic they possess. The centroids of each cluster are made by the mean 

values of the specified number of cluster groups. If the centroids change during the 

process of clustering, there are several methods used to calculate the new centroids. 

Clustering algorithms can be used in image analysis, pattern recognition, and bio-

informatics and in several other fields. The clustering algorithm comprises two steps; 

the first step is creating the clusters-calculating centroid and the second step shaping 

the outliers. 

 

 

Clustering algorithms are categorized into two types [8]. They are:  

 

i. Partitional clustering  

ii. Hierarchical clustering  

 

 

In terms of data mining there are several clustering algorithm typically used 

in IDS that each one has its own benefits and drawbacks. For instance, applications 

of fuzzy based methods have an optimistic result in IDS but one significant problem 

with fuzzy clustering is that it is challenging to attain the membership values. 

 

 

Another example of clustering algorithm named k-Means is a partitional 

clustering algorithm that is a center-based clustering method. K-Means is the most 

popular method due to its simplicity into implementation and efficiency in many 
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cases [12]. Despite the fact that k-Means algorithm is the most common method in 

clustering, there are three major parts that require improvements: 

 

i. The number of k (clusters) must be decided before execution.  

ii. Random choosing of the initial start points makes it impossible to 

obtain reliable results without much iteration of the entire clustering 

process  

iii. K-Means algorithms’ sensitive to the outliers. 

 

 

In order to increase the reliability of k-Means, several methods are suggested 

which will be studied in next chapter. The main focus of this study is on finding a 

suitable initial centroid for each cluster which has a considerable influence on the 

clustering result. To improve the performance of k-Means, optimization algorithms 

will be studied. These algorithms are increasingly analyzed by researchers in many 

different areas [9, 10]. These algorithms solve diverse optimization problems. 

 

 

Although many different algorithms are suggested to make k-Means more 

optimal such as ACO [14], PSO [13, 15], etc. A new optimization algorithm built on 

the law of gravity, namely Gravitational Search Algorithm (GSA) is offered [11]. 

This algorithm is based on the Newtonian gravity: ‘‘Every particle in the universe 

attracts every other particle with a force that is directly proportional to the product of 

their masses and inversely proportional to the square of the distance between them”. 

All the objects influence each other by the gravity force and it causes a global 

movement towards the heavier masses. Each mass presents a solution, and the 

algorithm is navigated by accurately adjusting the gravitational and inertia masses. 

By the gap of time, masses are attracted by the heaviest mass. This mass will present 

an optimum solution in the search space [17]. As a result, GSA is a good candidate to 

be implemented into k-Means algorithm in order to enhance the functionality of 

finding an initial centroid for each cluster.  
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1.3. Problem Statement  

 

 

K-Means clustering algorithm is a popular technique to classify the normal 

and abnormal behavior in order to increase the detection rate and reduce False Alarm 

Rates in IDS. Also Gravitational Search Algorithm (GSA) is an optimization 

algorithm based on interaction of masses in the universe via Newtonian gravity law. 

These two algorithms both have some weaknesses for example conventional k-

Means is highly dependent on the initial state of centroids and it may converge to the 

local optima rather than global optima so it makes the clustering results generate 

great uncertainty, and it is important for GSA to create a good initial population 

because the performance of GSA and most of the population-based algorithms are 

affected by the quality of the initial population. To improve the performance of 

clustering by k-Means, a hybrid approach (GSA-kMeans) is proposed to use the 

advantages of these two algorithms.  

 

 

 

1.4. Aim of the Project  

 

 

The purpose of this study is to improve the detection accuracy in IDS by 

using hybrid k-Means clustering algorithm with Gravitational Search Algorithm. 

 

 

 

1.5. Objective of the Project  

 

 

The objectives of the study are listed below:  

 

i. To implement  k-Means clustering algorithm to classify IDS data. 

ii. To implement GSA algorithm to cluster arbitrary data and develop a 

new GSA-based clustering algorithm where k-Means clustering is 

used to seed the initial swarm.   
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iii. To propose a hybrid method (KM-GSA) and evaluate its performance 

in term of detection accuracy, false positive and false negative rate 

and compare with conventional k-Means.  

 

 

 

1.6. Scope of the Project  

 

 

The study is limited to the following: 

 

i. Two algorithms (GSA which is an optimization method and K-Means 

that is a clustering algorithm) will be used in this study. 

ii. The dataset used in this study is KDD Cup1999 IDS dataset. 

iii. The training and testing data that will be used in this study comprises 

of 5,092 and 6,890. The composition of these sample data maintains 

the actual distribution of KDD Cup 1999 data. 

iv. Matlab will be used to code k-Means and GSA. 

v. The classification will be based on two classes which are Normal and 

Attack. 

vi. Performance will be evaluated based on detection accuracy and false 

positive rate.  

 

 

 

1.7. Significant of the Project  

 

 

By incorporating the advantage of the k-Means algorithm into GSA, the 

significant of this study is to increases the performance of GSA in the following two 

ways:  

 

i. It decreases the number of iterations and function evaluations 

performed by GSA to find a near global optimum compared to the 

original GSA alone. 
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i.  With the advent of a good candidate solution in the initial population, 

GSA can search for near global optima in a promising search space 

and, therefore, find a high quality solution in comparison with the 

original GSA alone.  

ii. Likewise, k-Means algorithm escapes from local optima. These two 

goals are performed in order to improve the detection accuracy of IDS 

and also reduce FAR.  

 

 

 

1.8. Organization of the Project  

 

 

This study consists of seven chapters. The chapters are organized according 

to different works that involved in this study. The detailed organization of this report 

is described in following paragraphs. This section presents how this report is 

organize in different chapters.  

 

 

Chapter 1 of this report consists of overview of the study, problem 

background, problem statement, objectives, scope and significance of this study. 

 

 

Chapter 2 of this report presents a review of the literature related to the area 

of intrusion detection system. It discusses intrusion detection techniques in details 

that include clustering techniques and optimization methods, different type of 

algorithms and clustering problem, functionality of algorithms, and several problems 

in the previous literature regarding the technique and current solution in IDS. 

 

 

Chapter 3 is consists of wide description on research methodology, which 

provides a rich discussion about the flow of this research. This includes how the 

operational and experimental work has been carried out for the study. 
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Chapter 4 is the discussion on development of k-Means and evaluation the 

results of k-Means algorithm in term of accuracy and FAR in IDS. 

 

  

After that, Chapter 5 discusses designs of GSA-based classifier and proposed 

method in detail. Results of these two methods are evaluated in this chapter.  

 

 

Chapter 6 includes the comparison of results on the proposed method will be 

with k-Means and GSA in term of accuracy and FAR in IDS. 

 

 

Chapter 7 is the conclusion of overall chapter and future works in the related 

area of intrusion detection system will be discussed in order to provide a better 

quality in future study. This includes recommendations for further study. 
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