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ABSTRACT 

 

 

 

Plagiarism detection occurs when the content of a text is copied without 

permission or citation. Nowadays, many text documents on the internet are easily 

copied and accessed. This study proposed improved methods to handle plagiarism. 

The proposed plagiarism detection methods are developed using graph-based 

representation and semantic role labeling which are improved using fuzzy logic 

technique and chi-squared automatic interaction detection. The graph-based method 

does not only represent the content of a text document as a graph, but also captures 

the underlying semantic meaning in terms of the relationships among its concepts. 

Semantic role labeling is superior in generating semantic arguments for each 

sentence. This semantic role labeling plays an important part in plagiarism detection 

as it segments the role of concepts in documents to labels which are compared and 

used to detect plagiarism. Scoring for each argument generated by the fuzzy logic 

method to select important arguments is also another feature of this study.  Chi-

squared Automatic Interaction Detection technique was applied to enforce the results 

obtained from the fuzzy logic and semantic role labeling by selecting important 

arguments from the sentences. It is concluded that not all arguments in the text are 

useful in the plagiarism detection process. Therefore, only the most important 

arguments were selected by the fuzzy logic and Chi-squared automatic interaction 

detection, and the results were used in the similarity calculation process. 

Experiments were tested on the PAN-PC-2009 for standard artificial simulation 

corpus and the Short Answers Questions (CS11) for human simulation corpus in 

plagiarism detection.  The proposed methods detected many types of plagiarisms, 

such as copy paste plagiarism, rewording or synonym replacement, changing of 

word structure in the sentences, modifying the sentence from passive voice to active 

voice and vice-versa. Results from the experiments using the proposed methods in 

comparison to other palagiarism detection techniques (Fuzzy Semantic-Based String 

Similarity and Longest Common Subsequence) achieved better performance in terms 

of recall (93%), precision (90%) and f-measure (91%). 
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ABSTRAK 

Pengesanan plagiat berlaku apabila kandungan dalam teks disalin tanpa 

kebenaran atau tidak diberi rujukan. Kini, kebanyakan dokumen teks di internet 

mudah disalin dan dicapai. Kajian ini mencadangkan kaedah diperbaiki untuk 

menangani masalah plagiat. Kaedah pengesanan plagiat yang dicadangkan 

dibangunkan dengan menggunakan perwakilan berasaskan graf dan pelabelan 

peranan semantik yang kemudiannya diperbaiki dengan teknik logik kabur dan Chi-

squared Automatic Interaction Detection. Kaedah berasaskan graf tidak mewakilkan 

kandungan dokumen teks secara graf sahaja, tetapi juga boleh mendapatkan makna 

semantik dari segi hubungan antara konsep-konsepnya. Pelabelan peranan semantik 

adalah sangat berkesan untuk menjana peranan-peranan semantik bagi setiap ayat. Ia 

memainkan peranan penting untuk mengesan plagiat dengan membahagikan 

peranan-peranan semantik bagi konsep-konsep dalam dokumen di mana plagiat dapat 

dikesan melalui perbandingan label. Penskoran setiap peranan semantik 

menggunakan kaedah logik kabur juga merupakan satu lagi ciri kajian ini bagi tujuan 

memilih peranan-peranan semantik yang penting. Teknik  Chi-squared Automatic 

Interaction Detection juga digunakan untuk memperbaiki keputusan yang diperolehi 

daripada logik kabur dan pelabelan peranan semantik untuk memilih peranan-

peranan semantik penting daripada ayat. Adalah didapati bahawa tidak semua 

peranan semantik dalam teks penting kepada proses pengesanan plagiat. Oleh itu, 

hanya peranan-peranan semantik yang penting sahaja dipilih oleh logik kabur dan 

Chi-squared Automatic Interaction Detection, di mana  keputusan yang diperolehi 

melaluinya digunakan bagi proses pengiraan persamaan. Eksperimen bagi kajian ini 

dijalankan menggunakan data dari PAN-PC-2009 untuk korpus simulasi tiruan dan 

juga data dari Short Answers Questions (CS11) untuk korpus simulasi manusia bagi 

pengesanan plagiat. Kaedah yang dicadangkan boleh mengesan pelbagai jenis 

plagiat, seperti salin dan tampal, penukaran perkataan atau penggantian sinonim, 

perubahan struktur perkataan dalam ayat, pengubahsuaian ayat dari ayat pasif kepada 

ayat aktif dan sebaliknya. Keputusan yang dicapai daripada ujikaji yang dijalankan 

menunjukkan teknik-teknik yang dicadangkan memberi prestasi yang lebih baik dari 

segi dapatan semula (93%), keperisian (90%) and ukuran-F(91%) berbanding dengan 

teknik-teknik lain dalam pengesanan plagiat seperti Fuzzy Semantic-Based String 

Similarity dan Longest Common Subsequence. 
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CHAPTER 1 

INTRODUCTION 

1.1     Introduction 

Plagiarism is defined as the “unacknowledged copying of documents or 

programs” (Joy and  Luck, 1999).  It can occur in many areas.  For example, 

companies may look for a competitive advantage in the market, and academicians 

may need to advance their careers by way of quick publishing.  Many empirical 

studies and analyses have been undertaken by the academic community to deal with 

student plagiarism.  The correct selection of text features is a key aspect in the task 

of discriminating between plagiarized documents and non-plagiarized documents. 

There are many types of plagiarism mentioned by Hermann, Frank, and 

Bilal,(2006), such as copy and paste, redrafting or paraphrasing of the text, 

plagiarism of ideas, and plagiarism through translation from one language to 

another.   

Nowadays, many documents are available on the internet and are easy to 

access.  Due to this wide availability, users can easily create a new document by 

copying and pasting.  Sometimes users can reword the plagiarized part by replacing 

words with their synonyms.  This kind of plagiarism is difficult to be detected by 

using traditional plagiarism detection systems such as copy protection system 
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(COPS) (Sergey et al., 1995a), Stanford Copy Analysis Method (SCAM) (Sergey et 

al., 1995b) or CHECK (Antonio et al., 1997).   

The biggest challenge in plagiarism detection is to provide plagiarism 

checking with appropriate algorithms in order to improve the odds of finding 

instances of plagiarism and to decrease the time spent checking. According to the 

literature reviewed by Alzahrani, Salim and Abraham (2011),  and Bao (2003), 

current plagiarism detection systems were found to be too slow due to the matching 

techniques such as string and character matching, and the matching algorithms were 

dependent on the text‟s lexical structure rather than its semantic structure, making it 

difficult to detect any text that had been paraphrased.  The important question for the 

plagiarism detection problems examined in this study is whether application of new 

techniques such as Graph-based, Semantic Role Labelling (SRL), Fuzzy Logic and 

Chi-squared Automatic Interaction Detection (CHAID) algorithms can improve 

plagiarism detection of texts.   

In this study, we propose a new plagiarism detection methods based on 

Graph-based and Semantic Role Labelling (SRL). We later improved these methods 

using Fuzzy Logic and CHAID algorithm. The proposed method can detect copy and 

paste plagiarism, rewording or synonym replacement, changing of word structure in 

the sentences, as well as modification of the sentence from passive voice to active 

voice and vice versa.   

The organization of this chapter is described as follows: Section 1.2 reviews 

the background of the problem while section 1.3 will present the problem statement.  

Then, Section 1.4 will discuss the objective of this study.   Section 1.5, 1.6, and 1.7 

will focus on the scope of study, significance of study and expected contribution, 

respectively.  Finally, Section 1.8 will describe the organization of this thesis.   
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1.2     Background of Research 

Plagiarism is a form of academic misconduct.  It has increased rapidly 

because it is now quick and easy to reach data and information through electronic 

documents and the Internet.  Plagiarism means using the text written by others which 

may be re-adjusted by adding or deleting text but without any citation or reference to 

the original author.   

There are many types of plagiarism, such as copy and paste, redrafting or 

paraphrasing of the text, plagiarism of ideas, and plagiarism through translation from 

one language to another.  According to Adeva, Carroll and Calvo, (2006), at least 

10% of student‟s work is likely to be plagiarized in USA, Australia and UK 

universities (Lyon et al., 2006).  Another current research project found that 70% of 

students confess to small instances of plagiarism, and about half of the students 

studied were guilty of a cheating offence on a written assignment.  Additionally, 

40% of students confess to using the cut and paste method when completing their  

assignments (McCabe, 2005).   

Differentiating between the plagiarized documents and non-plagiarized 

documents in an effective and efficient way is one main issue in the field of 

plagiarism detection.  Current methods of plagiarism detection are based on 

character matching, n-gram, chunks or terms (Alzahrani, et al., 2011; Hermann, et 

al., 2006; Potthast et al., 2010). 

Research institutions and universities require new technology for detecting 

plagiarism.  This is crucial in controlling and marking researchers and students‟ 

essays, homework, papers and reports.  Many plagiarism detection tools use 

character matching or string matching method to detect the plagiarized text 

(Hermann, et al., 2006; Maurer et al., 2006).  However, most of the current software 

and techniques are not effective in detecting plagiarized text because these tools tend 

to compare a suspected text with original text using characters matching, some by 

chunks while others by words.  This leads to an exhaustive, time consuming search 
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(Mozgovoy, 2007).  As noted above, the purpose of this study is to propose new 

techniques for plagiarism detection based on Graph-based Representation, Semantic 

Role Labelling, Fuzzy Logic technique and Chi-squared Automatic Interaction 

Detection method. 

Text Graph-Based Representation does not only represent the content of a 

text document as a graph, but it also captures the underlying semantic meaning in 

terms of the relationships among its concepts.  Semantic Role Labelling (SRL) is 

superior in generating arguments for each sentence semantically (Martha Palmer et 

al., 2005).  WordNet Thesaurus (Fellbaum, 1998) is an excellent tool for extracting 

the concepts or synonyms for each word in the sentences.  Fuzzy Logic is a common 

expert system application which has proven successful in several predictions and 

control systems (Wong and  Hamouda, 2000).  Chi-squared Automatic Interaction 

Detection algorithm (CHAID) is highly visual and simple to understand and 

interpret. It uses multi-way splits by default; it needs rather large sample sizes to 

work effectively, since with small sample sizes the respondent groups can become 

smaller for reliable analysis (Diepen and Franses, 2006).   We employed CHAID to 

detect an interactions between variables in the plagiarism detection corpus.  Using 

this method it is possible to establish relationships between a „dependent variable‟ 

for example, the relationship between total similarity score and other arguments 

types variables, such as: subject, object, verb, among others. CHAID does this by 

identifying discrete groups of respondents and, by taking their responses to 

explanatory variables, seeks to predict what the importance and impact arguments 

variables will be on the total similarity score variable. 

Graph Based Representation relies on the different levels of processing in the 

text. Zhang (2009) divided graph representation into three levels; the document 

level, the sentence level and the term level.  The representation of these levels within 

a graph defines the graph node and graph edge.  The node can hold either a 

document or a sentence or a term and the edge is the weight between these levels.  

The Document level looks at the multi documents in the graph.  Here each document 

in the corpus or web is represented as a node and each relationship or link between 

two documents is demonstrated as an edge.  Prominent examples for document 
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graph-based representation include a network citation and World Wide Web 

network.  In the network citation the authors can cite from the others‟ work by 

referring to their work. Each author‟s paper contains many references while every 

reference represents a paper or an article or a document.  The relationship among 

these references and author‟s paper is that the topics covered in the author‟s paper 

are similar to those in the references.  Due to that, each reference is represented as a 

node and is linked with the main paper that includes it as references by the edge.   

Semantic structures or case frames were introduced by Minsky (1974)  where 

common frames were used for common roles and themes such as FrameNet 

proposed by Baker , Fillmore and Lowe (1998) and PropBank proposed by (Martha 

Palmer, et al., 2005).  A statistical system is trained on the data from the FrameNet 

project to automatically assign semantic roles (Daniel Gildea and  Daniel Jurafsky, 

2002). Surdeanu et al., (2003);  Pradhan et al., (2004); and Xue, Nianwen and 

Martha Palmer, (2004) (Xue, et al., 2004) followed this approach by improving sets 

of features and machine learning methods.  Semantic Role Labelling (SRL) by 

Johansson and Nugues (2008) achieved the best result in terms of F-measure for the 

corpus evaluation. Barnickel et al.,(2009) introduced a large scale application of 

neural network based on Semantic Role Labelling for automated relation extraction 

from biomedical texts.  This method mainly used SENNA software (Collobert and  

Weston, 2007).  SENNA can extract the arguments of the sentences and semantic 

role for the terms based on neural network algorithms where the users can adopt this 

software to extract the semantic relations between terms in text documents.   

Semantic Role Labelling is a process used to identify and label arguments in 

a text.  The underlying idea is that the sentence level semantic analysis of text 

determines the object and the subject of a text.  It can be extended to the 

characterization of events such as determination of “who” did “what” to “whom,” 

“where,” “when,” and “how.”  The predicate of a clause (usually a verb) establishes 

“what” took place, and other parts of the sentence express the other arguments of the 

sentence (such as “who” and “when”).  The primary task of Semantic Role Labelling 

is to identify what semantic relation holds among a predicate and its associate 

participants or properties, with these relations drawn from a pre-defined list of 
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possible semantic roles for that predicate or class of predicates.  The typical labels 

used in SRL are an Agent, Patient and Location for the entities participating in an 

event.  Those labels can be extended to more specific arguments such as Time and 

Place in some text.   

Currently, there are several tools using Semantic Role Labelling including 

the Proposition Bank or Propbank (Martha Palmer, et al., 2005), FrameNet (Baker, 

et al., 1998) and VerbNet (Karin Kipper et al., 2000).  PropBank has thus far 

obtained the attention of the researchers in SRL technique.     

Most matching algorithms are dependent on the text‟s lexical structure rather 

than its semantic structure (Maurer, et al., 2006).  Therefore, it is difficult to detect 

texts that are paraphrased semantically.  Based on Maurer, Kappe, and Zaka (2006), 

the relation between sentences and their semantic content in plagiarism detection 

based on text semantic analysis method can be solved by the Semantic Role 

Labelling (SRL).  A semantic role is the underlining relationship that a participant 

has with the main verb in the clause (Payne, 1997); also known as thematic role, 

semantic case, the theta role (generate grammar), and deep case (case grammar).  

SRL is a new method in plagiarism detection and it is superior for generating 

arguments for each sentence semantically.     

An improvement to current plagiarism detection methods proposed by this 

study can be illustrated by using the Graph Based Representation and Semantic Role 

Labelling for text documents and then selecting the important arguments that can 

have an effect on plagiarism detection using Fuzzy Logic method and the CHAID 

algorithm.  

Fuzzy Logic (Zadeh, 1965) is a common expert system applications which 

has proven successful in several predictions and control systems (Wong and  

Hamouda, 2000).  It is usually used to represent ambiguous and vague information.  

It is an appropriate method for determining the relationship between inputs and the 

desired outputs of a system.  It has the ability to control decision-making based 
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on input values; that is, it works under various assumptions and approximations.  

Fuzzy Logic Inference Systems (FLIS) include some inputs and outputs with a set of 

predefined rules and a defuzzification process.   

Fuzzy Logic was used to control a simple laboratory steam engine 

(Mamdani, 1974).  It is a mathematical assumption of ambiguous reasoning that 

allows it to obtain results and decision-making model in linguistic terms.  Fuzzy 

Logic has become one of the main successful technologies in many applications and 

sophisticated control systems.  For example, Munakata and Jani (1994) mentioned 

that over a thousand industrial commercial fuzzy applications have been successfully 

developed in recent years.   

Fuzzy Logic resulted in the development of the theory of fuzzy sets.  

Classical Logic is limited and can only deal with two values – true or false.  

However, there is a need for a system that can handle partial truths (neither 

completely true nor completely false).  Fuzzy logic, therefore, is an extension 

classical logic as it generalizes classical logic inference rules which have the ability 

to deal with approximate reasoning (Klir and  Yuan, 1995 ).   

Some research has been done with fuzzy-set with plagiarism detection, for 

example the study carried by Alzahrani and  Salim (2010); Yerra (2005). Matching 

fragments of text, such as terms and sentences, become ambiguous or approximate, 

and applies a range of similarity values from one (fully matched) to zero (totally 

different). In plagiarism detection filed, the concept of fuzzy can be represented by 

considering each term in a text is associated with a fuzzy set that comprises terms 

with the same meaning, and there is a degree of similarity between terms in a text 

and the fuzzy set (Yerra and  Ng, 2005). Fuzzy-set Information Retrieval (IR) for 

plagiarism detection is effective since it detects not only exact matches but also 

similar statements based on the degree of similarity between words in the statement 

and their fuzzy sets.  In order to construct the fuzzy-set and the degree of similarity 

between words, term-to-term correlation matrix should be constructed before using 

the fuzzy set Information Retrieval (IR).  It should contain the words and their 
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corresponding correlation factor that measure the degree of similarity (degree of 

membership between 0 and 1) among different word, such as “vehicle” and 

“transport.”  The fuzzy-set IR technique obtains the degrees of similarity among 

sentences by computing the correlation factors between any pair of words from two 

different sentences in their respective documents.  Therefore, fuzzy set IR is capable 

of not only detecting general similarities but also similar patterns between two 

documents.   

The fuzzy set is an elaboration of the traditional set “crisp set” in which each 

member has a degree of membership to that set as determined by a membership 

function.  The membership function is a function that assigns a membership degree 

to each member in the target set and the range of membership degree is between zero 

and one.  The computer can translate the linguistic statement into actions based on a 

set of “IF-THEN” rules of the Fuzzy Logic. The fuzzy IF-THEN rules are normally 

created in the form of “if A then B” in which the condition is connected with actions 

where A and B are fuzzy sets.  Fuzzy Logic has an advantage in terms of simplicity 

of development and modification because the rules are well understandable and easy 

to modify, add new rules, or remove existing rules.  One of the objectives of this 

study is to select the best and most important arguments that can define the 

plagiarism process and improve the detecting similarity score.  Arguments defined 

as unimportant using FIS will be ignored.     

Chi-squared Automatic Interaction Detection or CHAID is an extremely 

effective predictive statistical method, developed by Kass (1980) used for 

segmentation.  CHAID works by using combining predictor features according to a 

value that was derived by using statistical test criteria.  CHAID then combines 

values that are similar to the target variables with the remaining, dissimilar values.   

CHAID creates a decision tree by using the best predictor to form the first 

level.  Each child node is created, or grown, from a group of features with similar 

features, like leaves springing from the branches of a tree.  This process continues 
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until the tree has fully grown.   Significant statistical tests used stops upon the 

measurement level of the target field.    

Unlike methods that rely on binary trees, the CHAID tree grows wider 

because it has the ability to use any type of variable and it can use both weight 

variables and frequency variables.   

One of the advantages of CHAID algorithms is that its results are highly 

visual and simple to understand and interpret (Merel van Diepen and  Philip Hans 

Franses, 2006).   Yih-Jeng, Ming-Shing and Chin-Yu, (2008) reports in their 

research that: 

“ A CHAID method has many advantages of applying in looking for patterns 

in complicated datasets. The level of measurement for the dependent variable 

and predictor variables can be nominal, ordinal, or interval.    The predictor 

variables need not all be measured at the same level (nominal, ordinal, and 

interval).  For the case of missing values in predictor variables, it can be 

treated as a "floating category" so that partial data can be used whenever 

possible within the tree. 

  (Yih-Jeng, Ming-Shing and Chin-Yu, 2008: 366) 

Due to the advantages of The CHAID algorithm, we found that it is very 

good at improving the plagiarism detection results for our proposed methods.  The 

main reason that the CHAID algorithm was employed in our study was that the 

algorithm can select important features from the data set and adopted this attribute to 

select important arguments from the sentences.     

CHAID is both a statistical model and data mining method. It is belongs to a 

set of models identified by decision trees. It is used for classification and prediction 

purposes. In plagiarism detection, we will employ the CHAID algorithm to predicate 

important and unimportant arguments from the suspected and original documents. 
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The arguments will be extracted first from the documents based on SRL. Then, the 

similarity will be calculated based on the Jaccard similarity measure (Jaccard and  

Paul, 1901) between the arguments. The input of CHAID algorithms will be a set of 

arguments similarity scores between original and suspected documents and the 

output of CHAID will be a set of predicated important arguments. One of the 

advantages of CHAID algorithm is to select the important features form a set of 

features. In our plagiarism detection method, we adopted the CHAID algorithm to 

select the important arguments from a set of the extracted arguments using SRL 

method. The CHAID algorithm usually predicates the important features in form of 

decision tree, in the same case; the important arguments will be selected in the tree 

form.  

  In addition to Fuzzy Logic and The CHAID algorithm, another 

improvement that can be made to current plagiarism detection techniques can be 

found in the mechanism that compares the corresponding arguments between two 

texts, (Subject with Subject, Verb with Verb) which differs from the  traditional 

comparison mechanisms (Subject with Verb, Subject with Adverb, Subject with 

Adjective and so on).   The greatest benefit of employing this type of plagiarism 

detection is that it  can detect copy and paste,  semantic plagiarism, rewording or 

synonym replacement, changing of word structure in the sentences, modifying the 

sentence from passive voice to active voice and vice versa.     

This study implements methods that detects plagiarism by representing text 

as graph and selecting arguments based on similarity score using important 

arguments and adjusting the weighting for each argument to improve the total results 

using Fuzzy Logic and CHAID algorithm with Semantic Role Labelling to extract 

key arguments of the original and suspected texts and estimating the relevance of 

suspected sentences by capturing the main content and the semantic content 

available in sentences using Graph-based and Semantic Role Labelling.   
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1.3     Problem Statement 

One of the important algorithms in plagiarism detection is the matching 

algorithms.  Matching algorithms focus on the text lexical structure rather than 

semantic structure.  As a result, it is difficult to detect any text paraphrased 

semantically (Alzahrani, et al., 2011; Hermann, et al., 2006; Potthast, et al., 2010). 

Additionally, current plagiarism detection systems were also found to be too slow 

and takes too much time for each checking (Mozgovoy, 2007).  

This research is concerned about a semantic matching algorithm to answer 

the following research question: 

(i) Can graph-based representation of text documents be used for 

plagiarism detection?  

(ii) Can the semantic role labelling (SRL) with the graph-based 

representation enhance plagiarism detection? 

(iii) Can the arguments weight adjustment to select the important arguments 

in sentences be used to improve graph-based with SRL plagiarism 

detection? 

(iv) How can fuzzy logic and Chi-squared Automatic Interaction Detection 

algorithm (CHAID) define important arguments that need to be used for 

plagiarism detection? 

(v) Can the combination of fuzzy logic and Chi-squared Automatic 

Interaction Detection algorithm (CHAID) algorithm with semantic role 

labelling and graph-based give better plagiarism detection technique? 

1.4     Objectives 

The aim of this research is to show how to combine a graph-based method,   

SRL, Fuzzy Logic, and The CHAID algorithm to form new techniques to detect 

plagiarism.  To achieve this goal, the following objectives will be aimed: 
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1- To develop a graph-based technique that can be used to represent text 

documents as graph for plagiarism detection.     

2- To investigate the use of Semantic Role Labelling (SRL) in the graph-based 

representation to enhance plagiarism detection. 

3- To identify important arguments that can be used to improve detection of 

plagiarism using weight arguments, fuzzy logic technique, and the CHAID 

algorithm. 

1.5     Research Scope 

The preceding section mentioned the objectives of this research which focus 

on how to produce a good plagiarism detection algorithm.  The following aspects are 

the scope of study for the mentioned objectives.   

1- Plagiarism detection using graph-based representation.   

2- An improved plagiarism detection based on semantic role labelling.   

3-  An improved plagiarism detection based on fuzzy semantic role 

labelling and CHAID algorithm.  

4- Evaluation of the performance of the proposed methods using PAN-

PC-09 and short answers questions plagiarism corpus and compare 

with other approaches such as fuzzy semantic-based string similarity,  

longest common subsequence (LCS), and semantic-based similarity.    
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1.6     Significance of Research 

Much of the research done in the plagiarism detection field is based on 

character matching method and fingerprint method.  This study will introduce 

plagiarism detection methods which use Graph-based Representation and SRL with 

Fuzzy Logic and CHAID technique.  The text graph-based representation used to 

represent the content of a text document as a graph and used also to capture the 

underlying semantic meaning in terms of the relationships among its concepts.    

SRL was used to analyze the sentences semantically and the WordNet Thesaurus 

was used to extract the concepts or synonymies for each word inside the sentences.  

Fuzzy Logic technique focused on the fuzziness of argument terms in the sentence 

and used it as an optimisation technique with a CHAID algorithm to select important 

sentence arguments.   

1.7     Study Contributions 

The expected contribution of this study can be explained as follows: 

1. A new plagiarism detection method using graph to represent text 

document with semantic meaning in terms of the relationships among its 

concepts.  WordNet Thesaurus will be used to extract concepts or 

synonymies for each word inside the sentences.   

2. A new plagiarism detection scheme based on Semantic Role Labelling 

which can compare sentences semantically.   

3. An improved plagiarism detection method based on Arguments 

Weighting Scheme. 

4. A new plagiarism detection method using Fuzzy Logic and CHAID 

algorithm 
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1.8     Thesis Organization  

This thesis organized with eight chapters.  These chapters are as follows: 

Chapter1: Introduction:  

The introductory chapter of this thesis provides a brief overview of some of 

the issues that of concern to those working in the field of plagiarism detection.  This 

chapter will also look at the goals, the scope of this study as well as examining the 

contributions this research can make to the field of plagiarism detection.  

Chapter 2: Literature Review:  

 This chapter evaluates state-of-the-art approaches in plagiarism 

detection.  Techniques such as Semantic Role Labelling, Fuzzy Logic, and the 

CHAID algorithm will be reviewed. In addition, a plagiarism detection evaluation 

measurements and datasets will be covered too.  

Chapter 3: Methodology:  

This chapter describes the methodology and principal experiments used to 

obtain the objectives of this research study.  Topics will include; Text Graph-based 

Representation, Semantic Role Labelling, Fuzzy Logic and Chi-squared Automatic 

Interaction Detection. 

Chapter 4: Plagiarism Detection Using Graph-Based Representation 

Detection: 

This chapter proposes a plagiarism detection technique based on graph based 

representation.  In this method, a text document is represented as a graph and used to 

captures the underlying semantic meaning in terms of the relationships among its 

concepts.  The comparison between the documents is calculated according to the 

similarity between the terms and concepts of the sentences.   
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Chapter 5: Plagiarism Detection Based on Semantic Role Labelling:  

This chapter introduces a plagiarism detection method using SRL.  SRL is 

used to analyze the sentences semantically and WordNet Thesaurus is used to extract 

the concepts or synonymies for each word inside the sentences.    This method can 

detect a plagiarism after terms arguments are extracted.  The comparison is 

calculated according to the semantic position of the terms in the sentences.    In 

addition, this chapter will also propose an improved plagiarism detection scheme 

based on semantic role labelling conducted by using and argument weight scheme. 

Arguments behaviours will be studied to select important arguments that can have an 

effect on plagiarism detection.  This improvement reflects the important arguments 

that should be used in comparison process rather than all extracted arguments using 

SRL.   

Chapter 6:  An Improved Plagiarism Detection Technique Based On Fuzzy 

Semantic Role Labelling:  

This chapter introduces an improvement of SRL plagiarism detection 

technique using Fuzzy Logic.  Fuzzy Logic will be used as an optimisation 

technique by selecting the important arguments in a sentence.  Selection for each 

argument generated by the Fuzzy Logic in order to select important arguments will 

also be discussed.    

Chapter 7: An Improved Plagiarism Detection Method Based On Semantic 

Role Labelling and Chi-Squared Automatic Interaction Detection:  

This chapter introduces an improvement of text similarity checking and 

plagiarism detection method based on a Semantic Role Labelling (SRL) and Chi-

squared Automatic Interaction Detection (CHAID).   

Chapter 8: Conclusion and Future Work: 

Chapter 8 will review the conclusions of the research discussed throughout 

this study.  This section will also put forward recommendations for future studies. 
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