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ABSTRACT 

This project was carried out to use the Gravitational Search Algorithm for 

feature selection in IDS to selectively choose significant features which represents 

categories of network such as DoS, Probe, U2R and R2L and to improve the 

accuracy and effectiveness of feature selection and to have better detection. This 

project aimed to study trends of feature selection in IDS and to implement BGSA for 

selectively choose features for IDS and to test and validate the performance and 

feedback of BGSA. The significance of feature selection can be viewed in two 

aspects. First is to filter out noise and remove redundant and irrelevant features and 

over load of features which causes significant loss of accuracy and time consumption 

in detection.  In this project, it validates and evaluates the BGSA algorithm and 

focuses on the feature selection by implementing of BGSA. The results of BGSA 

program proves that the selected features which proposed by BGSA in terms of 

accuracy and efficiency are quite acceptable. The comparison of classification rates 

for all the five classes with other approaches which are using the same dataset shows 

that the BGSA is more accurate than others. 
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ABSTRAK 

Projek ini dijalankan untuk menggunakan Algoritma Carian Graviti bagi 

pemilihan ciri dalam IDS supaya ia menjadi selektif dalam memilih ciri-ciri penting 

yang mewakili kategori rangkaian seperti DoS, Probe, U2R dan R2L dan untuk 

meningkatkan ketepatan dan keberkesanan pemilihan ciri serta mempunyai 

pengesanan yang lebih baik. Projek ini bertujuan untuk mengkaji trend pemilihan ciri 

dalam IDS dan melaksanakan BGSA supaya ia menjadi selektif dalam memilih ciri-

ciri untuk IDS dan untuk menguji dan mengesahkan prestasi serta maklum balas 

daripada BGSA. Kepentingan pemilihan ciri boleh dilihat dari dua aspek. Pertama 

adalah untuk menapis bunyi dan menghapuskan ciri-ciri yang berlebihan iaitu tidak 

relevan dan beban lebih ciri-ciri yang menyebabkan kerugian ketara ketepatan dan 

penggunaan masa dalam pengesanan. Dalam projek ini, ia mengesahkan dan menilai 

algoritma BGSA dan memberi tumpuan kepada pemilihan ciri dengan melaksanakan 

BGSA. Keputusan program BGSA membuktikan bahawa ciri-ciri yang dipilih yang 

dicadangkan oleh BGSA dari segi ketepatan dan kecekapan boleh diterima. 

Perbandingan kadar klasifikasi untuk kesemua lima kelas dengan pendekatan lain 

yang menggunakan dataset yang sama menunjukkan bahawa BGSA adalah lebih 

tepat berbanding yang lain. 
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CHAPTER 1 

INTRODUTION 

1.1 Background Information 

By developing of networks and computers, in the same time, keeping data 

safe and secure in computers becomes one of most interesting and challenging area 

in Network and security. In spite of the fact that attackers try to achieve the sensitive 

and critical data to take advantage of them. Due to many motivations, there are 

plenty number of news about misusing information and attacking computers across 

the globe which have done by intruders. However, many studies and investigations 

have been conducted to increase the safety and security of networks and computers; 

there is various attack and most of them still new and opened scope for research.  

Today after passing a half of century from emerging computer to the world and 

growing a vast varieties of countermeasures and mitigation approaches against 

hackers but the necessity of developing new method for reducing exposure and 

penetration is undeniable due to arriving more novel attacks day by day. 

The progress of computer technology has affected communication 

technology. From 1980s, many devices have been invented and developed. The 

progress in the network technology changes the way of communication and data 

distribution in the world because many businesses and companies use this 
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technology for trading and marketing their products and contacting their partner and 

customers properly. Due to the completion and surviving in this generation among 

all organizations, the importance of safeguard and other countermeasures to stop 

penetration of intruders to their sensitive or critical information has been raising 

significantly. To begin with definition in terms of attack, intruder is somebody who 

can maliciously interrupt, captures, modify, steal or delete important information in 

the computers and applications by network access or by direct access like run 

executable code in PC. Attackers use different resources of victim to do the attack. 

Specifically, they misuse hardware vulnerabilities or software weakness to penetrate 

the system.  

Nowadays security countermeasures such as access control [2] and 

authentication [3] have been developed to achieve Confidentiality, Integrity and 

Availability and to block unauthorized intruders from accessing and modifying 

information. These prevention methods are developed as a front line of defense 

system. The advantages of the Internet, namely the availability and amount of 

information, also it is apparent exposure method and the largest threat to the 

sensitive and critical security. [4] stated that the Intrusion Detection System is 

second line of defense or detection method against any kind of external threats. The 

aim of IDS is to identify and preserve computer system from penetrations of 

intrusions. In fact there are two techniques for detection in IDS systems which are 

anomaly detection and misuse detection. Different approaches purpose own different 

technique. 

Some examples about intrusion concerns are [1]: 

i. Unauthorized modifications in system files or user information. 

ii. Illegal access or modification of user files or information. 

iii. Unauthorized modifications of system information in network components 
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For instance: modifications of router tables in an Internet to deny use of the 

network. Some of the necessary features an intrusion detection system should 

possess include [1]: 

 

i. Be able to protect them self or be a fault tolerant and run continually with 

minimum human control. The IDS must recover themselves from system crashes, 

either accidental or caused by malicious activity. 

ii. Be able to work automatically which is preventing an attacker to manipulate the 

IDS easily. Moreover, the IDS must be able to track any modifications. 

iii. Enforce IDS with the optimized overhead on the system to avoid interfering with 

the normal operation of the system.  

iv. The IDS have to be adaptable and configurable in order to changes in system and 

user behavior over time. In terms of accuracy easy to implement the security 

policies and user behavior of the systems that are being monitored.  

v. Able to detect different types of attacks accurately and must not track any 

legitimate activity as an intrusion or false positives and conversely at the same 

time, the IDS must not fail to recognize any real attacks (false negatives). 

1.2 Statement of Problem 

Based on the other researches done in this area, it is clear that the effectiveness of an 

IDS model relies on retraining of the reference models and enhancing the recognition 

of classifiers. One of most important issue in IDS, in order to have better detection, 

is Feature selection. Feature selection is where a feature subset is selected to 

represent the data. The significance of feature selection can be viewed in two 

aspects. First is to filter out noise and remove redundant and irrelevant features and 

over load of features which causes significant loss of accuracy and time consumption 

in detection. In this project, it will validate and evaluate the BGSA algorithm and 

focus on the feature selection by implementing of BGSA will apply GSA algorithm 

in the feature selection instead of current approaches at end of the project, we‘ll 
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determine by the result of this study that this algorithm can be optimized and be 

more accurate for detection system or not.     

1.3 Purpose of the Study 

The purpose of this project is to deploy and use the Gravitational Search Algorithm 

in feature selection of IDS to selectively choose significant features which represents 

categories of network such as DoS, Probe, U2R and R2L and enable the Intrusion 

Detection System (IDS) to learn the pattern in network traffic.  

1.4 Objectives of the Study 

Following are the objectives of this project: 

 

i. To study trends of feature selection in IDS 

ii. To implement B-GSA for selectively choose features for IDS 

iii. To test and validate the performance and feedback of B-GSA.  

The performance of BGSA to do feature selection will be evaluated based on 

detection accuracy of classifier using the selected features proposed by BGSA. 
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1.5 Scope of Study 

 

 

The study is limited to the following: 

 

1. The domain problem is feature selection technique to choose well features by 

BGSA which is represent sort of traffic classes and these classes will be 

determined by SVM which allows doing classification and detection 

accuracy % on classes.  

2. Classification of attacks are based on four established dominant categories 

which are Denial of Service (DoS), Probe, User to Root (U2R) and Remote 

to Local (R2L) as widely used in other studies in the field of IDS (Abraham 

et al., 2007; Shafi and Abbas, 2009; Tajbakhsh  et al., 2009; Farid  et al., 

2010; Teng  et al., 2010). 

3. The data used in this research is KDD Cup 1999 Intrusion Detection data set 

as widely used by other researchers in the field (Abraham  et al., 2007; Jemili  

et al., 2007; Shafi an Abbas, 2009; Tajbakhsh et al., 2009; Farid et al., 2010). 

1.6 Significance of the Study 

It is important to minimize the recognition time or the time for classification 

an attack. As an instance, when an attack may already has destroyed the sensitive 

and critical data which caused disruption of services or denial of service in networks. 

This project will examine the means of minimizing the time for recognition process 

using the concept of selective recognition and minimal feature set. Another 

significance of this project is that efficiency and accuracy classification of an attack 

has long been researched and continued to be pursued due to the dynamic nature of 

the network traffic itself. The attacks become more complex and more frequent 

(higher intensity) which lead to more vulnerable computer network.   
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1.7 Organization of Report  

 

 

Chapter 1 or introduction is an overview from the project. Chapter 2 provides 

background information and a review of related literature that leads to the statement 

problem. Chapter 3 provides project methodology. Chapter 4 discusses the design 

and solution approach in improving effectiveness. Chapter 5 is about implementation 

and results of program. Chapter 6 is about discussion and conclusion which is about 

the validation of algorithm and performance of program. 
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