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ABSTRACT 

 

 

 

Intrusion Detection Systems (IDS) is special software developed in order to 

protect the system against security threats and  malware. IDS provides second line of 

defense after rule based firewall. Unfortunately IDS with supervised learning 

approach heavily rely on labeled training data and generally it fails to detect novel 

attacks and produces high false alarm. Besides, data labeling is expensive and time 

consuming. However, a systematic method which offers the capability to alleviate 

this problem is through the use of unsupervised approaches, which is the basis for 

this research. In addition to that, to investigate this phenomenon, a comparison 

between two clustering algorithms based on an anomaly detection system IDS is 

proposed. Related literature has given a direction towards comparing two clustering 

algorithm which are Artificial Immune Network (AIN) and Fuzzy c-means (FCM). 

The performance of those two clustering algorithm were measured based on false 

positive rate, false negative rate, hit rate and detection. This study has evaluated and 

analyzed AIN and FCM clustering algorithms. The finding shows that AIN gives 

higher overall accuracy and hit rate. It also gives lower false alarms on both datasets 

used in the study. Consistent good performances of AIN in clustering network traffic 

data into respective classes  has made AIN a promising clustering technique to be of 

used in detection novel attack traffic in IDS.      
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ABSTRAK 

 

 

 

               Sistem Pengesan Pencerobohan (IDS) adalah sebuah perisian khas 

yang dibangunkan untuk melindungi sistem dari ancaman keselamatan dan juga 

malware. IDS menyediakan pertahanan dua lapisan kepada firewall berasaskan 

peraturan. Malangnya IDS dengan pendekatan seliaan pembelajaran tersangat 

bergantung kepada data latihan berlabel dan umumnya ia gagal untuk mengesan 

serangan-serangan dan juga menghasilkan penggera palsu. Selain itu, pelabelan data 

adalah mahal dan memakan masa. Walaupun begitu, kaedah sistematik yang 

menawarkan keupayaan untuk mengatasi masalah ini adalah dengan menggunakan 

pendekatan tanpa pengawasan di mana adalah asas kepada penyelidikan ini. 

Tambahan pula, untuk menyiasat fenomena ini, perbandingan di antara dua 

kelompok algoritma berdasarkan sistem pengesanan anomali diusulkan. Penulisan 

berkaitan memberikan tunjuk arah terhadap perbandingan dua kelompok algoritma 

iaitu Artificial Immune Network (AIN) dan juga Fuzzy C-Means (FCM). Prestasi 

kedua-dua kelompok algoritma ini telah diukur berdasarkan nisbah positif palsu, 

nisbah negatif palsu, nisbah terkena ancaman dan juga pengesanan. Kajian ini telah 

menilai dan telah menganalisa algoritma kelompok AIN dan juga FCM. Hasil dari 

penemuan menunjukkan bahawa AIN mendapat ketepatan keseluruhan dan juga 

nisbah terkena ancaman yang tinggi. Ia juga mendapat penggera palsu yang rendah 

dalam kedua-dua set data yang digunakan dalam kajian ini. Prestasi baik AIN yang 

konsisten di dalam mengkelompokan data-data trafik rangkaian ke dalam kelas 

masing-masing telh membuat AIN teknik mengkelompokan yang 

memberangsangkan untuk kegunaan pengesanan trafik baru di dalam IDS. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

1.1 Introduction 

 

 

Because of the growing utilization of computer networks in lots of facets of 

our existence, the amount of weaknesses is also growing leading to the network 

assets not available and split up the machine discretion, integrity and availability. 

Makes use of pose a significant security threat for that stability and also the security 

of knowledge within the network atmosphere. According to Qasem (2010), network 

invasion attack involves an array of activities. It offers trying to destabilize the 

network, attaining unauthorized use of files with rights, or mishandling and misusing 

of software. 

 

 

Intrusion Detection Systems (IDS’s) are security tools, like other measures 

for example anti-virus programs, firewalls, and access control schemes, usually are 

meant to strengthen the safety of knowledge and communication systems (Garcia-

Teodoro et al., 2009). An Intrusion Detection System is a vital element of the 

computer and knowledge security framework between  normal activities from the 

system and actions that may be considered intrusive. 

 

 

           The objective of IDS would be to identify unauthorized use or accessibility 

computer or network in the outdoors atmosphere by individuals who do not possess 

the authority or access privileges to such systems. The primary purpose of Intrusion 
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Detection would be to develop a system that may instantly scan the network activity 

and identify such invasion attacks (Qasem, 2010). An IDS can be used to identify 

several kinds of malicious actions that may compromise the safety and trust of the 

computer or network. Including network attacks against vulnerable services, data 

driven attacks on programs, host based attacks for example privilege escalation, 

unauthorized logins and access to sensitive files, and malware. 

 

 

          There are two main intrusion detection approaches, misuse intrusion detection 

system and anomaly intrusion detection system exist. The Misuse intrusion detection 

is based on attack signatures, the detailed description of the sequence of actions 

performed by the attacker. This approach provides the platform which allows the 

detection of intrusions perfectly matching the signatures. On the other hand, the 

misuse detection recognizes known attack patterns and uses well-defined patterns of 

the attack.  

 

 

          The anomaly detection concentrates on the unusual activities of designs and 

uses the standard behavior designs to recognize an intrusion. Many researchers 

mentioned that the anomaly intrusion detection can solve the issues that misuse 

detection cannot solve. Garcia-Teodoro et al., (2009) highlighted that the primary 

advantage of anomaly detection approach is its ability to identify or detect previously 

unknown intrusions. Panda and Patra (2005), mentioned that, it's a must have way of 

discovering makes use of once the training information is unlabeled too for 

discovering unknown kinds of makes use of. They further stated that, the technique 

that satisfies this require is the anomaly detection and without supervision approach.  

 

        Meanwhile  IDS’s can also be categorized according to the host system into two 

types: 

 

1. Host-based IDS (HIDS) 

2. Network-based IDS(NIDS) 
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The host-based IDS operates at the host level and monitors a single host machine 

using the audit trails of the host operating system, whereas network-based IDS 

operates at the network level and monitors any number of hosts on the network. 

 

 

 

 

 

1.2  Problem Background 

 

 

By dealing with very large number of data over networks, it is difficult to 

classify them manually to detect possible intrusions. Labeled data could be acquired 

by simulating intrusions, but this really is restricted to the group of known attacks 

and can neglect to address new kinds of attacks that could occur later on. 

Consequently of the limited ability in discovering unknown attacks, the recognition 

product is not efficient in acquiring the network data (Qasem, 2010). Therefore, a 

procedure for discovering makes use of once the information is unlabeled is required, 

in addition to discovering new and unknown kinds of attacks. 

 

 

             Anomaly detection algorithms hold the advantage that they may identify new 

types of intrusions as diversions from normal usage, Leon et at., (2004). Going by 

this problem and given some normal data to train from, and given a totally new bit of 

test data, invasion recognition formula is always to decide if test data take part in 

“normal” order to be able to detect an anomalous behavior. Referring to this issue as 

supervised anomaly detection because the models are produced only using the 

normal behavior across the network. In comparison, without supervision anomaly 

detection attempts to recognize anomalous behavior without needing any 

understanding regarding the training data. However, both kinds of anomaly detection 

schemes are stricken by maximum false alarms. 

 

 

           Qasem (2010) maintains that, in many conditions, labeled information is 

unavailable and the time is right consuming and incredibly costly to label the 

information by hand. Meanwhile, there's always an engaged alternation in normal 

traffic designs as well as constantly emerging of novel attacks each one of these 
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problems result in the supervised approach not practical solution for IDS. To resolve 

these complaints, scientists proceed to focus on without supervision approach, for 

example clustering because this without supervision approach doesn't rely on the 

labeled data and it doesn't consume us just as much time as supervised needs. 

Without a doubt, clustering will work for new novel attacks. Various without 

supervision techniques happen to be suggested however the recognition rate of IDS 

is quite insufficient compared to supervised approaches. 

 

          Bace and Mell (2001) suggest that, to manage to identify novel attacks, 

anomaly-based Intrusion detection systems was recommended. The job starting with 

modeling a range of normal or valid behavior, especially when the observed behavior 

diverges from this model, then an anomaly is elevated. However, anomaly-based 

IDSs are more likely to false positives that may be triggered by novel, but non-

malicious traffic, as it is difficult to make a model connected wonderful possible 

normal traffic. These false positives generally are a considerable hindrance to 

effective operators monitoring the NIDS, consequently of occasions wasted in 

considering them. Single Percent false positive rate might trigger huge amounts of 

bogus alerts particularly when run on the large volumes of traffic common in current 

systems. This, according to Axelsson (2000), is known as the base rate fallacy. 

Nonetheless, anomaly-based approach has remained an active part of research 

interest and is the main focus of this research also. 

 

        Artificial immune system technique was introduced in late 90’s and it received a 

lot of attention from researchers. The ability of immune system to protect human 

body were adopted many algorithms such as Negative selection, Clonal selection and 

immune network. Applications Artificial Immune system include that of computer 

and internet security, network intrusion detection and computer viruses.  

 

 

         Immune network which is a clustering technique was founded by Jerne’s 

idiotypic network theory (Jerne1974), which suggests that the immune systems looks 

after a network of interconnected B-cells. In artificial immune network (AIN) 

models, a B-cell population includes two sub-populations: the very first population 
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as well as the cloned population. The very first set is created in the subset of raw 

training data to create the B-cell network. 

 

 

 

1.3 Problem Statement 

          

 

            Supervised techniques do suffer low detection accuracy and high false alarm 

especially when dealing with novel attacks. Besides, labeling network traffic 

instances is expensive and time consuming. Furthermore, a supervised technique can 

be obsolete, especially when network traffic is dynamic. It warrants an updating of 

reference model. Therefore, clustering often seen to be a better solution as it can deal 

with changes. 

 

 

 

1.4 Purpose of Study  

        

 

                       In this research the performance of Fuzzy c-means algorithm (FCM) as well 

as Artificial Immune Network algorithm(AIN) will be compared in terms of detection 

accuracy , false alarms and hit rate. At the end of this comparison, an analysis of their 

performances will be discussed and the algorithm that shows better performance will 

be highlighted and recommended.  

 

 

 

1.5 Objectives of Study 

       

 

             This research has the following objectives: 

i. To study and investigate performance of Fuzzy c-Means algorithm in IDS . 

ii. To study and investigate performance of Immune Network algorithm in IDS.  
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iii. To compare the performance of Fuzzy c-Means algorithm and Immune 

network algorithm in IDS. 

 

 

 

1.6  Scope of Study 

 

 

The scope of project is listed below: 

 

i. Two clustering technique (Fuzzy c-means) and (Artificial Immune network) 

will be used in this study. 

ii. The data used in this study is from KDD Cup 1999 Intrusion Detection 

dataset. 

iii. The study intends to use two datasets  which will comprise of 5,092 and 

6,890 samples in order to retain actual distribution of KDD Cup 1999 data. 

iv. Matlab will be used to code Fuzzy c-means (FCM), and Artificial Immune 

Network (AIN) algorithms. 

v. The classification will be based on five classes which are Normal , Probe, 

DoS,U2R and R2L. as in works of (Abraham and Grosan, 2006, Zainal et al., 

2009), (Dutta, 2009)  

vi. Performance will be evaluated based on detection accuracy , False positive 

rate , False negative rate and Hit rate. 

 

 

 

1.7  Significant of Study 

 

 

       This study evaluates the performance of two algorithms: Artificial Immune 

Network clustering and Fuzzy c-means algorithm for the network-based IDS in terms 

of detection accuracy, and false alarms by studying each one and investigate them to 

show which one is more suitable to be used in IDS. 
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1.8 Organization of Report 

            

 

           The thesis consists of 6 chapters. Chapter one describes the introduction, 

background of the study, research objectives and questions, the scope of the study 

and its primary objectives. The second chapter reviews available and related 

literature on Intrusion detection Systems, Artificial Immune Network, supervised and 

without supervision, Fuzzy c-means and clustering approaches. Chapter three 

describes the study methodology along with the appropriate framework for the study. 

The 4th chapter provides the results and  analysis of the findings of the first 

algorithm which is Fuzzy c-means (FCM). The 5th chapter provides the results and  

analysis of the findings of the second algorithm which is Artificial Immune Network  

(AIN) and the evaluation with Fuzzy c-means based on the detection Accuracy , 

False alarms and the Hit rate. Lastly, chapter 6 covers the conclusion and the future 

works   
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