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ABSTRACT 
 
 
 
 

Web proxy caching is one of the most successful solutions for improving the 
performance of web-based systems.  In web proxy caching, the popular web objects 
that are likely to be revisited in the near future are stored on the proxy server, which 
plays the key roles between users and web sites by reducing the response time of user 
requests and saving the network bandwidth. However, the difficulty in determining 
the significant web objects that would be re-visited in the future is still a problem 
faced by the existing conventional web proxy caching techniques. In this study, three 
popular supervised machine learning techniques were used to enhance the 
performances of conventional web proxy caching policies: Least-Recently-Used 
(LRU), Greedy-Dual-Size (GDS), Greedy-Dual-Size-Frequency (GDSF) and Least-
Frequently-Used-Dynamic-Aging (LFU-DA). A support vector machine (SVM), a 
naïve Bayes classifier (NB) and a decision tree (C4.5) were trained from web proxy 
logs files to predict the class of objects that would be re-visited. More significantly, 
the trained SVM, NB and C4.5 classifiers were intelligently incorporated with the 
conventional web proxy caching techniques to form novel intelligent caching 
approaches known as intelligent LRU, GDS, GDSF and DA approaches. For testing 
and evaluating the proposed proxy caching methods, the proxy logs files were 
obtained from several proxy servers located around the United States of the IRCache 
network, which are the most common proxy datasets used in the research of web 
proxy caching. The experimental results showed that SVM, NB and C4.5 achieved a 
better accuracy and a much faster than back-propagation neural network (BPNN) and 
adaptive neuro-fuzzy inference system (ANFIS). Furthermore, the proposed 
intelligent caching approaches were evaluated by trace-driven simulation and 
compared with the most relevant web proxy caching policies. The simulation results 
revealed that the proposed intelligent web proxy caching approaches substantially 
improved the performance in terms of hit ratio and byte hit ratio of the conventional 
techniques on a range of datasets. The average improvement ratios of hit ratio 
achieved by intelligent LRU, GDS, and DA approaches over LRU, GDS and LFU-
DA increased by 32.60 %, 22.45 % and 35.458 %, respectively. In terms of byte hit 
ratio, the average improvement ratios achieved by intelligent LRU, GDS, GDSF, and 
DA approaches over LRU, GDS, GDSF and LFU-DA increased by 69.56 %, 229.14 
%, 407.49 % and 69.074 %, respectively. 
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ABSTRAK 
 
 
 
 

Cache proksi sesawang adalah salah satu penyelesaian yang paling berjaya 
untuk menambah baik prestasi sistem berasaskan sesawang. Dalam cache proksi 
sesawang, objek popular sesawang yang berkemungkinan dikunjungi semula dalam 
masa terdekat akan disimpan dalam pelayan proksi. Pelayan proksi memainkan 
peranan utama antara pengguna dengan sesawang bagi memendekkan masa tindak 
balas kepada permintaan pengguna dan menjimatkan rangkaian jalurlebar.  Walau 
bagaimanapun kesukaran dalam menentukan objek sesawang yang ideal untuk 
dilawati semula pada masa hadapan masih menimbulkan masalah yang sering 
dihadapi oleh cache proksi sesawang dengan kaedah konvensional. Dalam kajian ini 
tiga teknik pembelajaran mesin yang terkenal digunakan untuk meningkatkan 
prestasi polisi cache proksi sesawang tradisi, iaitu Least-Recently-Used (LRU), 
Greedy-Dual-Size (GDS), Greedy-Dual-Size-Frequency (GDSF) dan Least-
Frequently-Used-Dynamic-Aging (LFU-DA). Mesin Sokongan Vektor (MSV), 
Pengelas Naive Bayes (NB) dan Pepohon Keputusan (C4.5) dilatih daripada fail log 
proksi sesawang untuk meramal kelas objek yang akan dikunjungi semula. Lebih 
penting lagi pengelas MVS terlatih, NB dan C4.5 digabungkan dengan kaedah cache 
proksi sesawang tradisi untuk membentuk pendekatan cache novel pintar yang 
dikenali sebagai pendekatan LRU, GDS, GDSF dan DA pintar. Untuk menguji dan 
menilai kaedah cache proksi sesawang yang dicadangkan, fail log proksi diperoleh 
daripada beberapa pelayan proksi yang terletak di sekitar Amerika Syarikat melalui 
rangkaian IRCache, iaitu set data proksi yang paling lazim digunakan dalam kajian 
cache proksi sesawang. Keputusan ujikaji menunjukkan bahawa pengelas MVS, NB 
dan C4.5 mencapai ketepatan yang lebih baik daripada Perambatan Balik Rangkaian 
Neural (BPNN) dan Sistem Penyesuaian Taakulan Neuro-Fuzzy (ANFIS). Di 
samping itu pendekatan cache pintar yang dicadangkan telah dinilai oleh simulasi 
surih berpacu dan dibandingkan dengan polisi cache proksi sesawang yang paling 
relevan. Keputusan simulasi telah menunjukkan pendekatan  cache proksi sesawang 
pintar yang dicadangkan telah menambah baik prestasi julat set data teknik 
konvensional berdasarkan nisbah capaian dan nisbah bait capaian. Peningkatan 
nisbah purata nisbah capaian yang dicapai oleh LRU dan GDS pintar dan pendekatan 
DA telah meningkat kepada 32.60%, 22.45% dan 35.458% setiap satunya. Dari segi 
nisbah bait capaian purata peningkatan yang dicapai oleh LRU, GDS dan GDSF 
pintar dan pendekatan DA telah meningkat kepada 69.56%, 229.14%, 407.49% dan 
69.074% setiap satunya berbanding dengan kaedah LRU, GDS, GDSF dan LFU-DA. 



 vii

TABLE OF CONTENTS 
 
 
 
 

CHAPTER TITLE PAGE 

 DECLARATION ii�

 DEDICATION iii�

 ACKNOWLEDGMENTS iv�

 ABSTRACT v�

 ABSTRAK vi�

 TABLE OF CONTENTS vii�

 LIST OF TABLES xii�

 LIST OF FIGURES xiv�

 LIST OF ABBREVIATIONS xvii�

 LIST OF APPENDICES xx�

�

1 INTRODUCTION 1�

1.1� Introduction 1�

1.2� Problem Background 2�

1.3� Problem Statement 5�

1.4� Research Question 7�

1.5� Research Aim 7�

1.6� Research Objectives 8�

1.7� Research Scope and Assumptions 8�

1.8� Research Significance 9�

1.9� Summary of Research Contributions 10�

1.10� Thesis Outline 11�

�

2 WEB PROXY CACHING 14�

2.1� Introduction 14�



 viii

2.2� Web Caching 16�

2.2.1� Web Request 16�

2.2.2� Web Caching and Its Importance 17�

2.2.3� Locations for Deploying Web Caching 18�

2.3� Web Proxy Caching 21�

2.3.1� Overview 21�

2.3.2� Web Proxy Cache Replacement 22�

2.3.3� Benchmarking of Web Proxy Caching 24�

2.3.3.1�Performance Metrics 25�

2.3.3.2�Benchmarking Tools 27�

2.3.4� Related Works 28�

2.3.4.1�Conventional Web Proxy Caching 

Algorithms 28�

2.3.4.2�Intelligent Web Caching Approaches 31�

2.3.4.3�Discussion 33�

2.4� Summary 39�

�

3 SUPERVISED MACHINE LEARNING FOR 

INTELLIGENT WEB PROXY CACHING 40�

3.1� Introduction 40�

3.2� Machine Learning 41�

3.3� Supervised Machine Learning 41�

3.3.1� Support Vector Machine 42�

3.3.2� Naïve Bayes Classifier 48�

3.3.3� Decision Tree 51�

3.3.4� Supervised Machine Learning Evaluation 54�

3.4� Discussion 57�

3.5� Summary 59�

�

4 RESEARCH METHODOLOGY 60�

4.1� Introduction 60�

4.2� Overview of Research Framework 60�

4.2.1� Literature Review 62�

4.2.1.1�Problem Definition and Formulation 62�



 ix

4.2.1.2�Literature Study and Review of 

Existing Techniques 63�

4.2.2� Research Design 63�

4.2.2.1�Development of Overall Research Plan 64�

4.2.2.2�Development of Operational 

Framework and Algorithms for 

Proposed Approaches 64�

4.2.3� Experimental Design 66�

4.2.3.1�Data Collection and Pre-processing 67�

4.2.3.2�Training Phase 69�

4.2.3.3�Simulation Implementation 70�

4.2.4� Performance Evaluation 71�

4.2.4.1�Classifiers Evaluation 71�

4.2.4.2�Evaluation of Intelligent Web Proxy 

Caching Approaches 72�

4.3� Summary 73�

�

5 INTELLIGENT APPROACH FOR WEB PROXY 

CACHE CONTENTS CLASSIFICATION 74�

5.1� Introduction 74�

5.2� The Operational Framework for Intelligent Web 

Proxy Caching Approaches 75�

5.3� Web Proxy Cache Contents Classification Approach 

Based on Supervised Machine Learning Techniques 76�

5.3.1� Raw Dataset Collection from Proxy Server 77�

5.3.2� Dataset Pre-processing 78�

5.3.2.1�Trace Preparation 78�

5.3.2.2 Training Dataset Preparation 79�

5.3.3� Training Phase 83�

5.3.3.1�SVM Training 83�

5.3.3.2�C4.5 Training 84�

5.3.3.3�NB Training 86�

5.3.4� Classifiers Evaluation 88�



 x

5.3.5� Proxy Cache Management Based on Machine 

Learning Classifiers 89�

5.4� Implementation and Experimental Study 89�

5.4.1� Raw Data Collection 89�

5.4.2� Dataset Pre-processing 91�

5.4.3� Training Phase 94�

5.5� Summary 97�

�

6 INTELLIGENT WEB PROXY CACHING 

APPROACHES 98�

6.1� Introduction 98�

6.2� Integration of Supervised Machine Learning 

Techniques into Web Proxy Caching 99�

6.3� The Proposed Intelligent Web Proxy Caching 

Approaches 100�

6.3.1� Intelligent Least-Recently-Used Approaches 103�

6.3.2� Intelligent Greedy-Dual-Size Approaches 106�

6.3.3� Intelligent Greedy-Dual-Size-Frequency 

Approaches 109�

6.3.4� Intelligent Dynamic Aging Approaches 112�

6.4� Implementation and Experimental Design of 

Intelligent Web Proxy Caching Approaches 114�

6.4.1� Raw Data Collection and Pre-processing 115�

6.4.2� Training Phase 118�

6.4.3� Simulation Implementation 119�

6.4.3.1�Trace-driven Simulator 119�

6.4.3.2�Simulator Description 120�

6.4.3.3�Integration of Intelligent Machine 

Learning Classifiers into Trace-driven 

Simulator 122�

6.5� Summary 123�

�

7 PERFORMANCE EVALUATION AND DISCUSSIONS 124�

7.1� Introduction 124�



 xi

7.2� Performance Evaluation of Supervised Machine 

Learning Techniques 124�

7.2.1� Common Machine Learning Techniques in 

Web Caching 125�

7.2.2� Evaluation and Validation Methods 126�

7.2.3� Analysis of Performance Measures 127�

7.2.4� Discussion 132�

7.3� Evaluation of Intelligent Web Proxy Caching 

Approaches 133�

7.3.1� Performance Measures 133�

7.3.2� Performance Measures of Infinite Cache 134�

7.3.3� Impact of Cache Size on Performance 

Measures 135�

7.3.3.1�Comparison of Intelligent LRU 

Approaches with LRU 136�

7.3.3.2�Comparison of Intelligent GDS 

Approaches with GDS 140�

7.3.3.3�Comparison of Intelligent GDSF 

Approaches with GDSF 145�

7.3.3.4�Comparison of Intelligent DA 

Approaches with DA-LFU 150�

7.3.4� Discussion 155�

7.4� Summary 168�

�

8 CONCLUSION AND FUTURE WORK 169�

8.1� Introduction 169�

8.2� Thesis Summary and Achievements 169�

8.3� Research Contributions 172�

8.4� Future work 175�

REFERENCES 177�

Appendices A – G                                                                 186-241 



xii 

LIST OF TABLES 
 
 
 
 

TABLE NO. TITLE PAGE 
 
2.1  Categories of HTTP response status code 17�

2.2 Measures for evaluating web proxy caching performance 25�

2.3 Conventional web cache replacement policies 34�

2.4 Summary of intelligent web caching approaches 37�

3.1 Confusion matrix for a two-class problem 55�

3.2 The measures widely used for evaluating performance of 

supervised machine learning techniques 56�

4.1 The research challenges and the suggested solutions 63�

4.2 The overall research plan 65�

4.3 Description of the proxy datasets used in this study 68�

5.1 The inputs and their meanings 80�

5.2 The proxy datasets used for training and evaluating the 

machine learning techniques 90�

5.3 The explanation of the fields of log entry in the proxy logs 

file 91�

5.4 An example of the pre-processed data extracted from proxy 

logs file 92�

5.5 An example of a training dataset extracted from a 

preprocessed file. 93�

5.6 Parameters settings for C4.5 training 96�



 xiii

6.1 Proxy datasets used for evaluating the proposed intelligent 

web proxy caching approaches 116�

6.2 Parameters settings for MDL discretization method 118�

7.1 Parameters setting for BPNN training 125�

7.2 Parameters setting for ANFIS training 126�

7.3 Description of proxy datasets 127�

7.4 The measures used for evaluating the performance of 

machine learning techniques 128�

7.5 Performance measures for training datasets 129�

7.6 Performance measures of testing datasets 130�

7.7 The computational time (in seconds) for training the 

supervised machine learning algorithms 131�

7.8 The most common performance metrics used in this study 133�

7.9 Statistics for different proxy datasets used in simulation 

works 135�

7.10 The average IRs (%) achieved by intelligent LRU approaches 

over conventional LRU method 156�

7.11 The average IRs (%) achieved by intelligent GDS approaches 

over conventional GDS 158�

7.12 The average IRs (%) achieved by intelligent GDSF 

approaches over conventional GDSF 159�

7.13 The average IRs (%) achieved by intelligent DA approaches 

over conventional LFU-DA 161�



xiv 

LIST OF FIGURES 
 
 
 
 

FIGURE NO. TITLE PAGE 
 
2.1� A general overview of the literature review of this study 15�

2.2� Timing cost for a HTTP connection (Davison, 2001). 17�

2.3� Possible locations for deploying web caching (Davison, 

2001) 19�

2.4� Web proxy cache 21�

3.1� Training and testing of a classifier 42�

3.2� Tow-class linear Classification of data by SVM (Samanta, 

2004) 43�

3.3� Transformation from input space to feature space (Liu, 2007) 46�

3.4� Structure of a Naïve Bayes network 49�

3.5� The training algorithm of C4.5 decision tree 52�

3.6� An example of C4.5 decision tree for golf dataset (Wu et al. , 

2008) 54�

4.1� The general framework for research 61�

4.2� Formulation of research problem 62�

5.1� An operational framework for intelligent web proxy caching 

approaches based on machine learning techniques 75�

5.2� The methodology for web proxy cache contents classification 

approach based on the supervised machine learning 

techniques. 77�

5.3� A pseudo-code of the training patterns preparation. 81�



 xv

5.4� An example of building C4.5 decision tree for web proxy 

dataset 86�

5.5� A sample of proxy logs file. 90�

5.6� The pseudo-code for the trace preparation 92�

6.1� Integration of the supervised machine learning techniques 

into web proxy caching 99�

6. 2� The general flow chart for the proposed intelligent web proxy 

caching approaches 101�

6.3� The algorithm of intelligent LRU approaches 104�

6.4� Example of alleviating the cache pollution by the intelligent 

LRU 105�

6.5� The algorithm of conventional GDS proxy caching 107�

6.6� The algorithm of intelligent GDS approaches 108�

6.7� The algorithm of intelligent GDSF approaches 111�

6.8� The algorithm of intelligent dynamic aging approaches 114�

6.9� The experimental design of the proposed intelligent web 

proxy caching approaches. 115�

6.10� A trace-driven simulator for a web proxy cache. 120�

7.1         Comparison of hit ratio between intelligent LRU approaches 

and LRU 138�

7.2        Comparison of byte hit ratio between intelligent LRU 

approaches and LRU 139�

7.3      Comparison of hit ratio between intelligent GDS approaches 

and GDS 142�

7.4        Comparison of byte hit ratio between intelligent GDS 

approaches and GDS 143�

7.5         Comparison of hit ratio between intelligent GDSF approaches 

and GDSF 147�



 xvi

7.6        Comparison of byte hit ratio between intelligent GDSF 

approaches and GDS 148�

7.7       Comparison of hit ratio between intelligent DA approaches 

and LFU-DA 152�

7.8       Comparison of byte hit ratio between intelligent DA 

approaches and LFU-DA 153�

7.9     Comparison of hit ratio between the conventional and 

intelligent web proxy caching approaches 164�

7.10     Comparison of byte hit ratio between the conventional and 

intelligent web proxy caching approaches 165�

 
 
 
 
 
 
 
 
 



xvii 

LIST OF ABBREVIATIONS 
 
 
 
 

AI - Artificial Intelligence 

ANFIS - Adaptive Neuro-Fuzzy Inference System 

ANN - Artificial Neural Network 

AUC - Area Under ROC Curve 

BHR - Byte Hit Ratio 

BPNN - Back-propagation Neural Network 

BPNNPCR - Back-propagation Neural Network Proxy Cache Replacement 

BU - Boston University 

C4.5 - Decision Tree 

C4.5-DA  - Decision Tree-Dynamic-Aging   

C4.5-GDS  - Decision Tree-Greedy-Dual-Size  

C4.5-GDSF  - Decision Tree-Greedy-Dual-Size-Frequency  

C4.5-LRU - Decision Tree-Least-Recently-Used 

CCR - Correct Classification Ratio 

CCR - Correct Classification Rate  

CDN  - Content Delivery Network  

CM - Common Method 

CPT - Conditional Probability Table  

CPU - Central Processing Unit 

DA - Dynamic-Aging  

ErrR - Error Rate  

FIFO - First-In-First-Out 

FIS - Fuzzy Inference System 

FN - False Negative  

FNR - False Negative Rate  

FP - False Positive  

FPR - False Positive Rate 



 xviii

FS - Fuzzy System 

FUNET - Finnish University and Research Network 

GB - Gigabyte 

GDM - Gradient Descent with Momentum  

GDS - Greedy-Dual-Size  

GDSF - Greedy-Dual-Size-Frequency 

GM - Geometric Mean 

GUI - Graphical User Interface 

HR - Hit Ratio 

HTML - Hypertext Markup Language 

HTTP - Hypertext Transfer Protocol 

ICP - Inter-Cache Protocol 

ICWCS - Intelligent Client-side Web Caching Scheme 

IR - Improvement Ratio 

ISP  - Internet Service Provider 

LFU - Least Frequently Used 

LFU-DA - Least-Frequently-Used-Dynamic-Aging  

LR - Logistic Regression   

LRU - Least Recently Used 

LRV - Lowest Relative Value 

LSR - Latency Saving Ratio 

MB - Megabyte 

MDL - Minimum Description Length  

MF - Member Function 

ML - Machine Learning 

MLP - Multilayer Perceptron Network 

MLR   - Multinomial Logistic Regression 

MSE - Mean Square Error 

NB - Naïve Bayes 

NB-DA  - Naïve Bayes-Dynamic-Aging    

NB-GDS  - Naïve Bayes-Greedy-Dual-Size  

NB-GDSF  - Naïve Bayes-Greedy-Dual-Size-Frequency   

NB-LRU         - Naïve Bayes-Least-Recently-Used 



 xix

NLANR - National Laboratory of Applied Network Research 

NNPCR - Neural Network Proxy Cache Replacement  

P - Precision 

PM - Proposed Method 

PSO - Particle Swarm Optimization   

PV - Priority Value 

RBF - Radial Basis Function 

RMSE - Root Mean Square Error 

SIZE - SIZE Algorithm 

SV - Support Vectors 

SVM - Support Vector Machine 

SVM-DA - Support Vector Machine-Dynamic-Aging  

SVM-GDS - Support Vector Machine-Greedy-Dual-Size  

SVM-GDSF - Support Vector Machine-Greedy-Dual-Size-Frequency  

SVM-LRU - Support Vector Machine-Least-Recently-Used 

SWL - Sliding Window Length 

TN - True Negative 

TNR - True Negative Rate 

TP - True Positive  

TPR  - True Positive Rate  

TTL - Time–To-Live 

URL - Uniform Resource Locator 

WEKA - Waikato Environment for Knowledge Analysis 

WWW - World Wide Web 

 
 



xx 

LIST OF APPENDICES 
 
 
 
 

APPENDIX NO. TITLE PAGE 

A List of Related Publications 182 

B 10-Fold Cross-Validation for Machine learning Algorithms 185 

C1 Hit Ratio (HR) of Intelligent LRU Approaches for Proxy 

Datasets 188 

C2 Byte Hit Ratio (BHR) of Intelligent LRU Approaches for 

Proxy Datasets 193 

D1 Hit Ratio (HR) of Intelligent GDS Approaches for Proxy 

Datasets 198 

D2 Byte Hit Ratio (BHR) of Intelligent GDS Approaches for 

Proxy Datasets 203 

E1 Hit Ratio (HR) of Intelligent GDSF Approaches for Proxy 

Datasets 208 

E2 Byte Hit Ratio (BHR) of Intelligent GDSF Approaches for 

Proxy Datasets 213 

F1 Hit Ratio (HR) of Intelligent DA Approaches for Proxy 

Datasets 218 

F2 Byte Hit Ratio (BHR) of Intelligent DA Approaches for 

Proxy Datasets 223 

G1 Overall Comparison of Hit Ratio (HR) between 

Conventional and Intelligent Web Proxy Caching 

Approaches 228 

G2 Overall Comparison of Byte Hit Ratio (BHR) between 

Conventional and Intelligent Web Proxy Caching 

Approaches 233 

  



 
 

CHAPTER 1 
 
 
 
 

INTRODUCTION 

 
 
 
 

1.1 Introduction  

 
 
The World Wide Web (Web) is the most common and significant service on 

the Internet. The Web contributes greatly to our life in many fields such as education, 

entertainment, Internet banking, remote shopping and software downloading. This 

has led to rapid growth in the number of Internet users, which resulting in an 

explosive increase in traffic or bottleneck over the Internet performance (Kumar, 

2009; Kumar and Norris, 2008; Patil and Pawar, 2011; Saha et al. , 2012; 

Soonthornsutee and Luenam, 2012). Consequently, this has resulted in problems 

during surfing some popular web sites; for instance, server denials, and greater 

latency for retrieving and loading data on the browsers (Kaya et al. , 2009; Patil and 

Pawar, 2011; Romano and ElAarag, 2012; Saha et al. , 2012; Soonthornsutee and 

Luenam, 2012) .  

 
 

Since the early 1990’s, many researchers have been working on improving 

Web performance. Currently, there are several techniques available at both hardware 

and software levels. The hardware-based solutions improve Internet bandwidth and 

device latencies but the user's expectations never end.  Moreover, the hardware-

based solution is not always the best solution due to the cost of hardware and other 

issues (location, network infrastructure, environment, and others) (Acharjee, 2006; 

Romano and ElAarag, 2012; Zeng et al. , 2011). 
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The most popular solution for improving Web performance is a web caching 

technology (Hu and Ding, 2010; Kaya et al. , 2009; Kumar, 2009; Kumar and Norris, 

2008; Patil and Pawar, 2011; Saha et al. , 2012; Soonthornsutee and Luenam, 2012).

The web caching technique is a very useful mechanism in reducing network 

bandwidth utilization, decreasing user-perceived delays, and reducing loads on the 

original servers.   

 
 
 
 

1.2 Problem Background 

 
 

Web caching is a well-known strategy for improving the performance of web-

based system. Web objects that are likely to be used in the near future are kept in a 

location closer to the user. Web caching mechanisms are implemented at three levels: 

client level, proxy level and original server level (Chen, 2008; Chen, 2007). Proxy 

servers play key roles between users and web sites in reducing the response time of 

user requests and saving network bandwidth. In this study, much emphasis is focused 

on web proxy caching because it is still the most common strategy used for caching 

web pages (Kaya et al. , 2009; Kumar, 2009; Kumar and Norris, 2008; Romano and 

ElAarag, 2012; Romano and ElAarag, 2011, Sajeev and Sebastian, 2011). 

 
 

Due to cache space limitations, an intelligent mechanism is required to 

manage the web cache contents efficiently. Cache replacement is the core or heart of 

web caching; hence, the design of efficient cache replacement algorithms is crucial 

for the success of caching mechanisms (Chen, 2007; Romano and ElAarag, 2012; 

Romano and ElAarag, 2011, Sajeev and Sebastian, 2011).  In the proxy cache 

replacement, the proxy cache must effectively decide which objects are worth 

caching or replacing with other objects. The cache replacement algorithms are also 

known as web caching algorithms  (Koskela et al. , 2003).  

 
 

Most of the conventional web caching policies are not efficient enough in 

web caching. Romano and ElAarag (2011) stated that “essentially, most strategies 

that are used in proxy cache software such as Squid are no longer ‘‘good-enough’’ 
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strategies today”. This is because the conventional web caching approaches consider 

just one factor and ignore other factors that have an impact on the efficiency of the 

web caching (Ayani et al. , 2003; Cobb and ElAarag, 2008; Koskela et al. , 2003; 

Romano and ElAarag, 2012). In these caching policies, the most popular objects get 

the most requests, while a large portion of objects, which are stored in the cache, are 

never requested again. This is known as cache pollution problem.  

 
 
In fact, a few important features or factors of web objects, such as recency, 

frequency, size, cost of fetching the object from its origin server and access latency 

of object, can influence the performance of web proxy caching (Chen, 2008; Kin-

Yeung, 2006; Podlipnig and Böszörmenyi, 2003; Romano and ElAarag, 2012; 

Vakali, 2002). These factors can be incorporated into the replacement decision for 

better performance. Depending on these factors, web proxy policies can be classified 

into five categories: recency-based policies, frequency-based policies, size-based 

policies, function-based policies and randomized policies (Podlipnig and 

Böszörmenyi, 2003). Most of these methods use one or more of these factors for 

making decisions about caching. However, a combination of these factors to get wise 

replacement decision is not a simple task, because one factor in a particular 

environment may be more important in other environments (Chen, 2008; Kin-Yeung, 

2006). Hence, there is a need for an effective and adaptive approach, which can 

effectively incorporate the significant factors into web caching decisions.  

 
 

Several research works have developed intelligent approaches that are smart 

and adaptive to the web caching environment. These include adoption of supervised 

machine learning techniques ( Ali and Shamsuddin, 2009a; Cobb and ElAarag, 2008; 

Farhan, 2007; Koskela et al. , 2003; Romano and ElAarag, 2011; Sulaiman et al. , 

2011), fuzzy systems (Calzaross and Vall, 2003), and evolutionary algorithms 

(Tirdad et al. , 2009; Vakali, 2002; Yan et al. , 2004) in web caching, especially in 

web cache replacement. Availability of web proxy logs files that can be exploited as 

training data is the main motivation in adopting intelligent web caching approaches. 

In a web proxy server, web proxy logs file records activities of the users and can be 

considered as complete and prior knowledge of future access. The second motivation 

behind the development of an intelligent approach is the need for an efficient and 
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adaptive web proxy caching approach based on web users' interests, which change 

and update continuously.  

 
 
In recent years, several studies have proposed exploiting intelligent 

supervised machine learning techniques to cope with web caching  problem ( Ali and 

Shamsuddin, 2009a; Cobb and ElAarag, 2008; Farhan, 2007; Koskela et al. , 2003; 

Romano and ElAarag, 2011; Sajeev and Sebastian, 2011; Sulaiman et al. , 2008; 

Sulaiman et al. , 2011). Although the intelligent web caching approaches based on 

the supervised machine learning techniques can contribute in improving the 

performance of web caching, these approaches still have some limitations. Most of 

these studies utilize an artificial neural network (ANN) in web proxy caching 

although ANN training may consume more time and require extra computational 

overhead. More significantly, integration of an intelligent technique in web cache 

replacement is still a popular research subject. 

 
 

Therefore, in this study, alternative supervised machine learning techniques 

are proposed for improving the performance of web proxy caching. Support vector 

machine (SVM), Naïve Bayes (NB) and decision tree (C4.5) are three popular 

supervised learning algorithms, which have been identified as three of the most 

influential algorithms in data mining (Wu et al. , 2008).  

 
 

Support vector machine (SVM) is one of the most popular supervised 

learning algorithms, performing classifications faster and more accurately than most 

other algorithms in a wide range of applications such as text classification, web page 

classification, remote sensing, bioinformatics and medical applications (Chen and 

Hsieh, 2006; Liu, 2007; Mountrakis et al. , 2011, Sebastiani, 2002; Temko et al. , 

2011, Yu et al. , 2010).  

 
 
Bayesian networks are popular supervised learning algorithms that have great 

popularity in the medical field and other applications such as military, forecasting, 

control, modeling for human understanding, cognitive science, statistics, and 

philosophy (Bai, 2005; Darwiche, 2010; de Melo and Sanchez, 2008; Friedman et al. 
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, 1997; Goubanova and King, 2008; Lucas, 2001; Oliveira et al. , 2004; Van Koten 

and Gray, 2006). Naïve Bayes classifier is a simple Bayesian network classifier, 

which has been applied successfully in many domains. Despite the simplicity of the 

Naïve Bayes classifier and the restrictiveness of the independent assumptions among 

features, it is more effective compared with other more sophisticated classifiers 

(Hall, 2007). Therefore, it is not surprising that Naïve Bayes classifier has gained 

popularity in solving various classification problems (Fan et al. , 2009; Hall, 2007; 

Lu et al. , 2010).   

 
 
Decision tree (C4.5) is also one of the most widely used and practical 

techniques for classification in many applications such as finance, marketing, 

engineering and medicine (Han and Kamber, 2001; Liu, 2007; Rokach and Maimon, 

2008). The decision tree has several advantages. It is simple to understand and 

interpret. Besides, it is able to handle nominal and categorical data and performs well 

with large datasets in a short time (Huang et al. , 2011).   

 
 

Since SVM, NB and C4.5 have been used successfully in a wide range of 

applications, they can be utilized to produce promising solutions for web proxy 

caching. In this study, we present new approaches that depend on the capability of 

SVM, NB and C4.5 to learn from proxy logs files and predict the class of objects that 

would be re-visited. The intelligent trained classifiers are utilized to improve the 

performance of web proxy cache replacement. In this study, the intelligent trained 

classifiers are incorporated effectively with traditional web proxy caching algorithm 

to present novel intelligent web proxy caching approaches with better performance in 

terms of hit ratio and byte hit ratio. 

 
 
 
 

1.3 Problem Statement 

 
 

Since the space apportioned to the cache is limited, the space must be utilized 

judiciously. The most common web proxy caching methods are not efficient enough 

and may suffer from a cache pollution problem since they consider just one factor 
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and ignore other factors that have an impact on the efficiency of the web proxy 

caching (Cobb and ElAarag, 2008; Kaya et al., 2009; Koskela et al.  , 2003; Romano 

and ElAarag, 2011; Romano and ElAarag, 2012, Sajeev and Sebastian, 2011). Cache 

pollution means that a cache contains objects that are not frequently visited. This 

causes a reduction of the effective cache size and negatively affects the performance 

of web proxy caching.  In other words, which web objects should be cached or 

replaced in order to make the best use of available cache space, improve hit rates, 

reduce network traffic, and alleviate loads on the original server (Chen, 2008; Cobb 

and ElAarag, 2008; Kaya et al.  , 2009; Koskela et al.  , 2003; Kumar and Norris, 

2008; Romano and ElAarag, 2011; Romano and ElAarag, 2012).  

 
 

Many research works have been proposed to resolve web caching problems. 

However, it is challenging to have an omnipotent policy that performs well in all 

environments or for all time due to the difficult combination of factors that can  

influence the performance of web proxy caching (Chen, 2008; Kin-Yeung, 2006; 

Romano and ElAarag, 2011; Sajeev and Sebastian, 2011). This is motivation to adopt 

intelligent techniques for solving web proxy caching problems.

 
 
Recent studies have shown that the intelligent web caching approaches are 

more efficient and adaptive to web caching environments compared to other 

approaches (Ali and Shamsuddin, 2009a; Cobb and ElAarag, 2008; Farhan, 2007; 

Koskela et al.  , 2003; Romano and ElAarag, 2011; Sajeev and Sebastian, 2011; 

Sulaiman et al.  , 2008; Sulaiman et al.  , 2011). In the intelligent web caching 

approaches, ANN has been widely integrated in Least-Recently-Used (LRU) caching 

policy although ANN training may consume a considerable amount of time and 

require extra computational overheads. Moreover, employment of ANN in cache 

replacement decisions was not effective enough since they did not take into account 

the cost and size in replacement decisions. So far, the difficulty in determining which 

ideal web objects will be re-visited is still a major challenge faced by the existing 

web proxy caching techniques (Chen, 2008; Cobb and ElAarag, 2008; Kaya et al. , 

2009; Koskela et al.  , 2003; Kumar and Norris, 2008; Romano and ElAarag, 2011; 

Sajeev and Sebastian, 2011). More importantly, the integration of intelligent 

techniques in web cache replacement is still being researched.  
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1.4 Research Question 

 
 
In order to overcome web proxy caching challenges, intelligent web proxy 

caching approaches based on popular machine learning algorithms are proposed in 

this research. SVM, NB and C4.5 learn from web proxy logs file to efficiently 

predict the ideal web objects that would be re-visited later. Consequently, the trained 

SVM, NB and C4.5 classifiers are effectively employed in web proxy caching 

policies to guide the cache replacement decision. Therefore, the main research 

question is: 

 

How can the performance of web proxy caching be enhanced using 

supervised machine learning techniques? 

 
To answer the main research question stated above, the issues that need to be 

addressed in this study are as follows: 

 

i. What are the most effective intelligent supervised machine learning 

techniques that can enhance performance of web proxy caching? 

ii. How can the most effective intelligent machine learning techniques 

contribute in enhancing the performance of web proxy caching? 

iii. How can the most effective intelligent machine learning techniques be 

integrated effectively into web proxy caching? 

iv. How efficient are the proposed intelligent web proxy approaches compared to 

other works? 

 
 
 
 

1.5 Research Aim 

 
 
This research aims to enhance the performance of web proxy caching through 

intelligent web proxy caching approaches based on supervised machine learning 

techniques. 
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1.6 Research Objectives 

 
 

In order to achieve the aim of the study, the objectives of this research are 

stated as follows:  

 

i. To develop an intelligent approach based on SVM, NB and C4.5 classifiers 

for predicting the significant web objects demanded for web proxy caching. 

ii. To develop new intelligent web proxy caching approaches based on SVM, 

NB and C4.5 for improving the performance of web proxy caching. This 

includes developing new intelligent Least-Recently-Used approaches, 

intelligent Greedy-Dual-Size approaches, intelligent Greedy-Dual-Size-

Frequency approaches, and intelligent Dynamic Aging approaches. 

iii. To evaluate, validate and compare the performance of the proposed 

intelligent web proxy caching approaches with the most common and 

relevant techniques.  

 
 
 
 

1.7 Research Scope and Assumptions 

 
 

In order to achieve the research objectives, the scope and assumptions of the 

study are stated as follows: 

 

i. Web caching is applied on web proxy server. 

ii. Data of the proxy traces used for testing and evaluating the proposed 

approaches are obtained from five proxy servers of the IRCache network 

located around the United States for a period of fifteen days (NLANR, 

2010a). 

iii. Hit ratio (HR) and byte hit ratio (BHR) are used to evaluate the 

performances of intelligent web proxy caching approaches since HR and 

BHR are two widely used metrics for evaluating the performance of web 

proxy caching policies (Ali and Shamsuddin, 2009a; Cobb and ElAarag, 
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2008; Kin-Yeung, 2006; Koskela et al.  , 2003; Romano and ElAarag, 

2011; Romano and ElAarag, 2012). 

iv. Like several previous research works (Fernández et al.  , 2009; Fernández 

et al.  , 2008; Sajeev and Sebastian, 2011), correct classification rate 

(CCR), true positive rate (TPR), true negative rate (TNR), and geometric 

mean (GM) are used to evaluate the performance of machine learning 

techniques 

v. MySQL Database is used to prepare the training datasets of the proxy logs 

files. 

vi. MATLAB and WEKA are exploited for training the supervised machine 

learning algorithms. 

vii. WebTraff trace-driven simulator (Markatchev and Williamson, 2002) is 

modified and used for evaluating the proposed intelligent web proxy 

caching approaches. 

viii. It is assumed that an object that has the same URL but different size is the 

updated version of such object, as widely assumed by other researchers in 

web proxy caching (Abhari et al.  , 2006; Cobb and ElAarag, 2008; Foong 

et al.  , 1999; Romano and ElAarag, 2011). 

 
 
 
 
1.8 Research Significance 

 
 

Proxy servers play key roles in reducing the response time of user requests 

and saving the network bandwidth utilization since proxy servers are located between 

users and web servers. The proposed intelligent web proxy caching approaches can 

contribute to improving the performance of web proxy caching, web-based systems 

and Internet as follows.  

Firstly, after training the SVM, NB and C4.5 as proposed in this study, the 

trained SVM, NB and C4.5 can effectively predict significant web objects. In 

addition to the utilization of the trained classifiers in the web cache replacement in 

this research, the trained classifiers can be utilized to improve the performance of 
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web cache admission and web pre-fetching. Moreover, the trained classifiers would 

be helpful in web mining applications and web page prediction field. 

 
 
Secondly, since the proposed intelligent web proxy caching approaches can 

successfully store the desired web object and remove the unwanted objects, cache 

pollution can be alleviated. Thus, cache usage can be optimized appropriately, and 

the hit ratio and/or the byte hit ratio can be considerably improved. Consequently, 

services demands on origin servers are reduced due to maximizing the cache hits, 

reducing connections to the origin servers. Hence, the proposed approaches can 

lower transit costs for accessing the origin servers. 

 
 

Thirdly, unlike conventional caching approaches, the proposed intelligent 

web proxy approaches incorporate machine learning techniques, which form the 

basis for adaptive systems, to cope with web proxy caching issues. Therefore, the 

proposed approaches are more effective and more adaptive to web environment that 

changes and updates rapidly and continuously. 

 
 
Finally, in the proposed intelligent web proxy approaches, requests of web 

objects are served well from the web proxy cache. This can reduce the amount of 

bandwidth used by clients. Thus, Internet network traffic can be reduced. Moreover, 

the user-perceived latency associated with obtaining web objects can be reduced 

accordingly. 

 
 
 
 

1.9 Summary of Research Contributions 

 
 

In this study, conventional web proxy caching approaches are extended using 

supervised machine learning to enable the algorithms to adapt intelligently over time. 

This study proposes a family of new intelligent cache replacement algorithms 

designed for use in web proxy cache. The core of the proposed approaches is to use 

machine learning techniques to predict whether web objects will be needed again in 

the future and to then incorporate this information into the methods determining what 
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to remove from the proxy cache. In particular, SVM, NB and C4.5 are integrated 

with traditional web proxy caching algorithms, such as Least-Recently-Used (LRU), 

Greedy-Dual-Size (GDS), Greedy-Dual-Size-Frequency (GDSF) and Least-

Frequently-Used-Dynamic-Aging (LFU-DA), to provide intelligent and more 

effective web proxy caching approaches. 

 
 
The experimental results show that intelligent web proxy caching approaches 

outperform conventional caching techniques on a range of datasets. In particular, the 

major contributions in the field of web proxy caching can be summarized in the 

following aspects: 

 
i. Intelligent proxy cache contents classification approach based on supervised 

machine learning techniques 

ii. Intelligent LRU approaches known as SVM-LRU, NB-LRU and C4.5-LRU. 

iii. Intelligent GDS approaches known as SVM-GDS, NB-GDS and C4.5- GDS. 

iv. Intelligent GDSF approaches known as SVM-GDSF, NB-GDSF and C4.5-

GDSF. 

v. Intelligent DA approaches known as SVM-DA, NB-DA and C4.5-DA. 

 
 
 
 
1.10 Thesis Outline 

 
 

This thesis contains eight chapters and is organized as follows: 

 

Chapter 1 provides a brief introduction of the study. It covers topics on 

problem background and motivations, problem statement, research objectives, 

research scope, significance of the research, summary of research contributions, and 

thesis outline. 

 
 
Chapters 2 and 3 introduce a general overview of the literature review of this 

study. Chapter 2 reviews basic concepts of web proxy caching, locations of web 

proxy cache, web proxy cache replacement, and benchmarking of web proxy 
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caching.  More significantly, the conventional and intelligent web caching methods 

are analyzed and discussed in Chapter 2. Chapter 3 provides the basic concepts of 

supervised machine learning techniques used for intelligent web proxy caching 

approaches. Support vector machine (SVM), Naïve Bayes classifier (NB) and 

decision tree (C4.5) are presented in Chapter 3.  

 
 
Chapter 4 describes in-depth the methodology used in this study. The 

research methodology is presented as a flow chart diagram that describes briefly how 

each step is carried out.  

 
 
Chapter 5 illustrates an operational framework for the proposed intelligent 

web caching approaches. The framework consists of two functional components: 

offline component and online component.  Chapter 5 explains in details how the 

offline component can train the SVM, NB and C4.5 for classification of web objects, 

either to be revisited or not. Moreover, this chapter describes the implementation of 

the methodology of web proxy cache contents classification approach based on 

machine learning techniques. 

 
 

Chapter 6 presents how the trained machine learning techniques can be 

incorporated with traditional web proxy caching in online component in order to 

provide more effective web proxy caching approaches. This chapter provides 

detailed explanations of the intelligent web proxy caching approaches, which 

suggested for improving the performance of conventional web proxy caching 

algorithms. In addition, Chapter 6 describes the methodology of implementing the 

proposed intelligent web proxy caching approaches in simulation environment. 

 
 
In Chapter 7, benchmarking for supervised machine learning classifiers is 

discussed in the first part of this chapter. In the second part, the proposed intelligent 

web proxy caching approaches are compared with the most common and relevant 

web proxy caching approaches, including conventional and intelligent web proxy 

caching techniques 
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Finally, Chapter 8 concludes the thesis and highlights the contributions and 

findings of the research work. In addition, Chapter 8 provides suggestions and 

recommendations for future study.
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