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Abstract

Mobile agent is an emerging technology that is gaining momentum in the field of dis-

tributed computing. There are some advantages in using the mobile agent technology com-

pared with a traditional client-server solution. For example, it can reduce a network traffic,

it can support a large scale of computations with many computers in a distributed envi-

ronment, it allows the use of disconnected computing for processing user queries, and it

provides more flexibility in the development and maintenance of distributed applications.

The goal of this research is based on the application of mobile agent technology in support-

ing the query retrieval process from the World Wide Web (WWW). Specifically, the meth-

ods of dispatching the mobile agents to retrieve the query results from the search engines

in WWW have been investigated. We have also considered the ranking and classification

methods applied to the query results that have been retrieved by the mobile agents.

The scopes of the research are as follows: First, the effectiveness of mobile agent for

query retrieval using the off-line and on-line approaches is investigated. We have found that

the query retrieval using the off-line approach by the mobile agent is better compared with

the on-line approach. Second, the ranking of query retrieval results that have been retrieved

by the mobile agents using the Number of Ordering Score (NROS) is investigated. The

Precision of the query results using the NROS is higher than the Recall scores. It indicates

that from all of the documents returned from the query, a large proportion of the documents

is relevant to the user by using the NROS approach.

Third, the performance of mobile agents for query retrieval using an extended hierarchi-

cal query retrieval (EHQR) approach compared with the hierarchical query retrieval (HQR)

approach is investigated. The result shows that the total routing time taken by the mobile

agents to retrieve the query results using the EHQR approach is less compared with the
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HQR approach. Fourth, the classification of news web pages retrieved by the mobile agents

using neural networks based on a background knowledge is evaluated. A new web news

categorization approach, namely, a Web Page Classification Method (WPCM) is proposed.

The WPCM uses a neural network with inputs obtained by both the principal components

and class profile-based features (CPBF). The experimental evaluation demonstrates that

the WPCM provides acceptable classification accuracy with the sports news datasets. Fi-

nally, we have also overcome the limitation of the principal component analysis-neural

networks (PCA-NN method) in supervised data where the characteristic variables that de-

scribe smaller classes tend to be lost as a result of the dimensionality reduction by using

the WPCM. The classification accuracy on the small classes can be improved although they

have been reduced into a small number of principal components.
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Chapter 1

Introduction

Mobile agent is an emerging technology that is gaining momentum in the field of dis-

tributed computing. There are some advantages in using mobile agent technology compared

with traditional client-server solutions. For example, it can reduce a network traffic, it can

support a large scale of computations with many computers in a distributed environment,

it allows the use of disconnected computing for processing a user queries, and it provides

more flexibility in the development and maintenance of distributed applications. The goal

of this thesis is based on the application of mobile agent technology in supporting the query

retrieval process from the World Wide Web (WWW). Specifically, the methods of dispatch-

ing the mobile agents to retrieve the query results from the search engines in WWW have

been investigated. We have also considered the ranking and classification methods applied

to the query results that have been retrieved by the mobile agents.

This introduction chapter is organized as follows: In Section 1.1, the characteristics of

mobile agents are discussed. The evaluation of mobile agent performance for the query

retrieval is discussed in Section 1.2. The ranking of query results and the classification of

web pages are described in Section 1.3. The goal of the thesis is discussed in Section 1.4.

The organization of the thesis is described in Section 1.5.

1.1 Mobile Agents

Mobile agent is an autonomous program that can be transported from one computer

to another in a heterogeneous network, such as Internet or an Intranet [27, 66], and can

1
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Figure 1.2: A mobile agent type of communication.

continue its execution after it has reached its destination [25],[26],[17]. A mobile agent

comprises program code, data, and in some cases the execution state of code. These are

packaged into message and sent over a network to a remote location where some codes

resume an execution. Mobile agents are particularly suited for applications that require

a large amount of data to be transferred between remote locations. It is, therefore, more

advantageous to send a mobile agent, whose size is less than the size of the data transfer

involved to a remote location to perform multiple local interactions and return the result

of the computation. A concept of mobile agent evolves from the concept of a client-server

based computing as shown in Fig. 1.1. In the client-server systems, data are passed between

the server and the client while the program resides on the client and the server. In contrast

with the client-server systems, the mobile agent based systems transfer the program logic

along with the data, as shown in Fig. 1.2. This provides mobile agent based systems with

features that were unavailable in the traditional client-server systems.
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1.1.1 Mobile agents properties

In order to do such tasks that has been explained in a previous section, mobile agents

must have the properties such as mobility, path determination, communication, etc. [14].

They are describe as follows:

i. Mobility

Mobility is a property that enables a mobile agent to move from one node in a com-

puter network to another. In a migration process, the system decides when the pro-

cess should migrate depending on several factors including a load balancing and a

resource allocation. However, as the mobile agent is an autonomous entity, it will

decide when it is to move, which depends on, whether it has achieved its goal at its

current location, etc. Forced migration can also be performed on the mobile agents

in special circumstances. For example, a computer might refuse to host a malicious

mobile agent that performs a forbidden action.

ii. Path determination

Mobile agent moves from one node of computer network to another with itinerary

nodes to visit. The itinerary can either be pre-determined or it can be determined

dynamically as the agent gains more information about its environment.

iii. Communication

Unlike stationary agents, which support communication between agents in the en-

vironment, mobile agents need to communicate with the local environment on the

remote locations that they have visited as well as with other agents that they have

encountered at those locations. This requires mobile agents to possess two commu-

nication modes. First, a node-oriented communication which is used for interacting

with local processes on remote locations they visit. Second, a network-oriented com-

munication such as message passing which is used for interacting with other agents.

Most mobile agent systems support synchronous as well as asynchronous modes of

communication between agents [17].
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1.1.2 Advantages of mobile agents

There are some advantages of using mobile agents for distributed computing applications

[66]. They can be described as follows:

i. They reduce the network load

Distributed systems often rely on communication protocols that involve multiple in-

teractions to accomplish a given task. This is especially true when the security mea-

sures are enabled. The result is a lot of network traffic. Mobile agents allow us to

package the conversation and dispatch it to a destination host, where the interactions

can take place locally (see Fig. 1.2). Mobile agents are also useful when it comes to

reducing the flow of raw data in the network. When very large volumes of data are

stored at remote hosts, these data should be processed in the locality of the data rather

than transferred over the network.

ii. They overcome network latency

Critical real-time systems such as robots that are used in the manufacturing processes

(i.e., semiconductor factory, chemical plant, etc.) need to respond to changes in their

environments in real time. There are some latencies when controlling such systems

with different sizes of factory networks. For critical real-time systems, such latencies

are not acceptable. Mobile agents offer a solution, since they can be dispatched from

a central controller to act locally and directly execute the controller’s directions [15].

iii. They encapsulate protocols

When data are exchanged in a distributed system, each host owns the code that imple-

ments the protocols needed to properly encode outgoing data and interpret incoming

data, respectively. However, as protocols evolve to accommodate new efficiency or

security requirements, it is a tedious task to upgrade the protocol codes properly. The

result is often that protocols become a legacy problem. Mobile agents, on the other

hand, are able to move to remote hosts in order to establish channels based propriety

protocols.

iv. They execute autonomously and asynchronously

Often mobile devices have to rely on expensive or fragile network connections. Tasks
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that require a continuously open connection between a mobile device and a fixed net-

work probably will not economically or technically feasible. To solve this problem,

tasks can be embedded into mobile agents, which can be dispatched into the net-

work. After being dispatched, the mobile agents become independent of the creating

process and can operate asynchronously and autonomously.

v. They are robust and fault tolerant

The ability of mobile agents to react dynamically to unfavorable situations and events

makes it easier to build robust and fault-tolerant distributed systems. If a host is being

shut down, all agents executing on that machine will be warned and given time to

dispatch and continue their operation on another host in the network.

vi. They are naturally heterogeneous

Network computing is fundamentally heterogenous, often both from a hardware and

a software perspective. The mobile agents are generally computer and transport-

layer-independent and are dependent only on their execution environment. Therefore,

they provide optimal conditions for different system integration. For example, the

integration of computer applications between a Microsoft Windows operating system

and a Unix operating system.

1.1.3 Mobile agents tasks

As mentioned previously, mobile agents are programs that perform some tasks for the

user and are able to migrate from computer to computer. Mobile agents themselves decide

when to migrate, where to go and what to do when they get there, and it is also important

to note how they do this. Mobile agents are free to act as clients and servers and they can

communicate freely with other mobile agents. This communication protocols of mobile

agents can be synchronous or asynchronous, depending on the agent implementation lan-

guage (i.e., java, C++, SmallTalk, etc.) and the services required (i.e., object dispatching,

object cloning, etc.) [10]. For example, in order to get a list of data from another agent, a

synchronous mode of communication will be used. If a large size of data will be transferred

through the network by the agents, an asynchronous mode of communication will be used.

Like human beings, the mobile agents need to communicate with the other agents in order
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to accomplish the assigned tasks. For example, if a mobile agent migrates to a computer

it may access the resources of that computer through a local agent that handle the request

from other agents.

1.1.4 Mobile agents applications

There are many applications that benefit from the mobile agents paradigm such as an

electronic commerce, a personal assistance, a distributed information retrieval, a telecom-

munication and network services, an information dissemination, a parallel processing, etc.

Some of the field of applications are described as follows:

i. Electronic commerce

Mobile agents are well suited for electronic commerce. A commercial transaction

may require real-time access to remote resources such as stock quotes and perhaps

even agent-to-agent negotiation. Different agents will have different goals and will

implement and exercise different strategies to accomplish these goals. The mobile

agents have been used to accomplish the tasks that have been assigned to them by

their owners [17].

ii. Distributed information retrieval

Information retrieval is a popular example of mobile agent application. Instead of

moving large amounts of data to the search engine so that it can create indexes, we

can dispatch agents to remote sources where they locally create search indexes that

can later be shipped back to the origin. Mobile agents can also perform extended

searches that are not constrained by the hours during the creator’s computer is in

operation [25].

iii. Parallel processing

Given that mobile agents can create a cascade of clones in the network, one potential

use of mobile agent technology is to administer parallel processing tasks. If a compu-

tation requires so much processor power that it must be distributed among processors,

an infrastructure of mobile agent hosts can be a possible approach to allocate the pro-

cesses [75].
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iv. Information dissemination

Mobile agents can disseminate information such as news and automatic software up-

dates for vendors. The agents bring new software components as well as the in-

stallation procedures directly to the customer’s personal computer and autonomously

update and manage the software on the computer [74].

1.2 Evaluation of Mobile Agents Performance

Performance of mobile agents in the network applications are based on the number of

agents used to execute the tasks that have been requested by a user and the dispatching

methods applied on each of the agents to execute the tasks. If there are many agents used

to accomplish the tasks, the network bottleneck will occur on the system. Furthermore, if

the network routing is not properly configured, a significant time delay will occur on the

system. Therefore, a new approach for network management needs to be addressed when

applying mobile agent technology to perform the query retrieval tasks.

A hierarchical network management using a mobile agent approach has been discussed

by Gavalas et al. [10]. However, the issues related to the increasing number of mobile

agents used for managing the hierarchical networks have not been considered. Furthermore,

the performances of different types of mobile agents platforms have been investigated by

Silva et al. [11], Alouf et al. [12], and Sum et al. [18]. But the architectures of mobile

agents for performing the tasks in a network environment have not been fully considered.

Moreover, the application of mobile agent for a wireless communication system which is

based on a client-server architecture compared with a mobile agent has been described by

Villate et al. [13]. Still, the numbers of mobile agents used for the data fetching have not

been investigated.

In this thesis, the factors that effect the performance of mobile agents for query retrieval

from the WWW such as the number of mobile agents and the dispatching methods applied

to the mobile agents to retrieve the query results have been investigated. These factors

are related to the path determination and the mobility of mobile agents in the network

environment as described in the previous section.
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1.3 Ranking and Categorization of Query Retrieval Re-

sults

The ranking and categorization of query retrieval results retrieved from the search en-

gines by the mobile agents are two important aspects that affect the users satisfaction when

they are searching for information. They are described as follows:

1.3.1 Ranking of query retrieval results

Traditional search engines were never intended to deal with a vast, distributed, het-

erogeneous collection of documents such as the WWW. The almost complete absence of

editorial control over the web documents poses special problems such as coverage, current-

ness, spamming, dead links, and the manipulating of rankings for commercial advantage

[19, 22, 23, 24]. Current search engines in the WWW employ a number of variations of

query ranking algorithms compared with the basic term frequency approach. For example,

a Google’s ranking algorithm [20, 21] that has been used to find the search results relies on

their crawlers. These crawlers will capture an amount of information about web pages such

as the inverted term index, the font types used for a particular information that are recorded

in the web pages, and a distinction is drawn between ”plain” and ”fancy” hits. Fancy hits

involve a match between a query term and a part of a URL, page title, anchor text, and

meta-tag. Plain hits involve all other matches against the text of a document.

In this thesis, we propose a new ranking algorithm which is based on the number of

broken links and the duplicated links that occur in the query results retrieved by the mobile

agent from the WWW. Also, the search results from multiple search engines such as Yahoo,

AltaVista, and Google are stored into a single database. Then the collection of search results

will be processed by removing the duplicated and broken links that exist in each of the web

pages stored in the database, and re-rank each of the query results before they are presented

to the users.
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1.3.2 Categorization of query retrieval results

While the Internet and e-mail are becoming part of many people’s daily routine, many

Internet users have been already familiar with the Yahoo [49] directory for searching a par-

ticular information, and a Microsoft Outlook’s directory which highlights a junk of mes-

sages. These are two examples of text classification. The classification of web pages in the

Yahoo directory was performed ’manually’ where these pages have been assigned to one or

more categories by human editors. On the other hand, the users of the Microsoft Outlook

can write simple rules to sort the incoming e-mails into folders, or use predefined rules to

delete junk e-mails. This is an example of automated text classification. Currently, there are

many approaches that have been introduced to categorize the text documents automatically

such as a neural network [42, 43, 44], a support vector machine (SVM) [61], a Bayesian

classifier [60], etc. In this thesis, the classification of news web pages retrieved by the mo-

bile agents using neural networks based on a background knowledge has been proposed and

evaluated.

1.4 Goal of the Thesis

The goal of the thesis is based on the application of mobile agent technology in support-

ing the query retrieval process from the WWW. The scopes of the research are as follows:

First, the effectiveness of mobile agent for the query retrieval using the off-line and on-line

approaches is investigated. Second, the ranking of query retrieval results that have been

retrieved by the mobile is investigated. Third, the performances of mobile agents for the

query retrieval using a hierarchical approach compared with other approaches are investi-

gated. Fourth, the classification of news web pages retrieved by the mobile agents using

neural networks based on a background knowledge is evaluated. Finally, the improvement

of classification accuracy on the classes that are represented with a small number of docu-

ments will be investigated. The outline of the studies is shown in Fig. 1.3.
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Figure 1.3: The outline of the thesis.

1.5 Organization of the Thesis

The organizations of the thesis are as follows: In Chapter 2, the information searching

and retrieving are two important aspects that most of the Internet users do when they are

using the Internet. Unfortunately, many available tools that are being used to search a par-

ticular information from the Internet such as a search engine could not give the satisfying

results. This is due to the problem such as broken and duplicated links. Also the ranking

algorithms that are applied by the search engines are different from one to another. This

chapter discusses the limitations of current software tools to search in the Internet and pro-

poses a new approach by employing a mobile agent to retrieve the query results in the local

search servers. The on-line and off-line query retrievals using mobile agents are evaluated.

From experiments, the off-line query retrieval approach has reduced the time spent by a user
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to retrieve the query results from the Internet compared with the on-line query retrieval ap-

proach. The ranking of query results retrieved by the mobile agents are evaluated using the

Number of Relevant Ordering Score (NROS) method. The effectiveness of the NROS has

been evaluated using standard information retrieval measures that are Recall and Precision.

In Chapter 3, the factors that affect the performance of mobile agents in retrieving in-

formation from the Internet are the number of agents and the total of routing time taken by

the participated agents to complete the assigned tasks have been discussed. Fewer numbers

of mobile agents used to execute the tasks will cause lower network traffic and consume

less bandwidth, and the total time taken to retrieve the query results has to be kept mini-

mal. In this chapter, we propose a method to improve the time taken to retrieve a query

results by the mobile agents in the off-line Mobile Agent Search System (MaSS) by using

an extended hierarchical query retrieval (EHQR) approach. The EHQR approach is based

on the combination of a parallel and a hierarchical dispatching of mobile agents for query

retrieval. Furthermore, in this approach the number of mobile agents has been kept mini-

mal in order to reduce the network loads when retrieving the query results from the local

databases. The performance of the EHQR approach has been compared with other query

retrieval approaches. Experimental results show that our scheme reduces the total time

taken to retrieve the query results compared to other approaches.

In Chapter 4, the news web pages classification using neural networks is discussed.

An automatic categorization is the only viable method to deal with the scaling problem of

the WWW. In this chapter, we propose a news Web Page Classification Method (WPCM).

The WPCM uses a neural network with inputs obtained by both the principal components

and class profile-based features (CPBF). Each news web page is represented by the term-

weighting scheme. As the number of unique words in the collection set is big, the principal

component analysis (PCA) has been used to select the most relevant features for the clas-

sification. Then the final output of the PCA is combined with the feature vectors from the

class-profile which contains the most regular words in each class before feeding them to

the neural networks. We have manually selected the most regular words that exist in each

class and weighted them using an entropy weighting scheme. The fixed number of regular

words from each class will be used as feature vectors together with the reduced principal

components from the PCA. These feature vectors are then used as the input to the neural
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networks for classification. The WPCM has been compared with the other methods as a

benchmark test for the classification accuracy. The experimental evaluation demonstrates

that the proposed method provides an acceptable classification accuracy with the sports

news datasets.

In Chapter 5, the limitation of the principal component analysis-neural networks (PCA-

NN method) in supervised data where the characteristic variables that describe smaller

classes tend to be lost as a result of the dimensionality reduction can be addressed by using

the WPCM has been discussed. The classification accuracy on the small classes can be

improved although they have been reduced into a small number of principal components.

The WPCM has been compared with the other classification approaches as the benchmark

tests for the classification accuracy of the classes that are represented with a small number

of documents. The F1 measure which is a kind of average of Precision and Recall has been

used to evaluate the classification accuracy of the datasets. From the experiment, we have

found that the F1 measure on the sports news datasets using the WPCM provides acceptable

classification accuracy of the classes that are represented with a small number of documents

compared with other approaches.

In Chapter 6, the conclusions of the thesis are described.
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