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ABSTRACT 
The aim of this paper is to develop a methodology for the 

selection of window width in Data Envelopment Analysis 

(DEA). Analytical hierarchal process (AHP) is employed to 

achieve that purpose. Using panel data, the selected width is 

experimented with factual data, and results show robustness to 

efficiency assessment.  This paper is the first to use AHP 

approach in the selection of a window width in DEA window 

analysis. 

General Terms: Multi criteria decision Making. 

Keywords: Data Envelopment Analysis, Window 

Analysis, Efficiency. 

1. INTRODUCTION 
In this paper, a DEA window analysis is run in order to obtain 

the efficiency scores.  Charnes et. al [1] first published article 

on DEA window analysis. The study is to evaluate the 

capability of 14 US Army recruiting district offices over 7 

months. The analytic DEA results disagree substantially 

depending on whether or not a significant difference at a 

particular point of time is included in the selected window. 

For this reason, it was found that the approximation of 

efficiency in this approach becomes robust by repeatedly 

moving the window width. The result from window analysis 

approach is influenced by the selection of window width. That 

is the number of time periods included in the analysis, of a 

window, 𝑝.  The width is selected by empirical approach.   

When applying DEA, an important rule of thumb is that the 

number of DMUs is at least twice the sum of the number of 

inputs and that number plus outputs, otherwise, the model 

may produce numerous relatively efficient units and decrease 

discriminating power [2, 3]. In another development,  

Weyman-Jones [4] indicated that as the ratio of the total sum 

of input and output over the total number of DMU raises the 

ability of the DEA to be discriminate among the DMU falls 

significantly, since it becomes likely that any given DMU will 

find some set of output and input weights, which will make it 

appears efficient. To resolve this difficulty, DEA window 

analysis was introduced to increase the number of DMU. This 

approach makes it feasible to observe how each DMU 

performs in different periods. Based on these facts, there is a 

problem. The problem statement is to find a suitable width 

that is robust to efficiency assessment. As for the selection of 

window width, is based on Equation (1).  
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 It can see that if  𝑘 is an odd number, the selected width turns 

out to even number.  On the other hand, if 𝑘 is an even 

number. Then the selected width becomes a continues 

number. If the latter situation occurs, Charnes [ 5] suggests 

using both the two values in evaluating DMU. So we can 

deduce that the window width is selected empirically.  In this 

paper, Analytical Hierarchy Process (AHP) is proposed in the 

selection of window width.   

The structure of the paper is organized as follows.  The first 

section introduces the context of the subject matter.  In the 

second section, a short literature review is provided. In the 

third section, the methodology adopted is spotlighted. In the 

fourth section, a window analysis technique is detailed. 

Lastly, the paper completed with a conclusion. 

 

2. A LITERATURE REVIEW 
The concept of frontier analysis was first suggested by Farrell 

[6], subsequently, Charnes [7] started the recent series of 

discussions.  Window analysis is a DEA extended method for 

monitoring, planning, and improving productivity. It has been 

successfully applied to evaluate the performance DMUs in a 

number of situations to mention a few. Charnes [1] selected a 

window width of 3, and the maximum number of different 

DMU is 224.  The width that corresponds to this maximum is 

4. Therefore, it was arbitrary selected. Hartman [8] applied 

DEA window analysis to estimate the performance 12 

Swedish bank over 1984 to 1992.  Window width 3 was used 

in the study, while width 4 corresponds to the maximum 

number.  The result shows that smaller bank outperform the 

larger banks. 

Itoh [9] utilizes DEA window analysis to assess eight major 

container ports in Japan over 1990 to 1999.  The window 

widths selected are 5 and 6 in accordance with the maximum 

cross references DMU.   Reisman [10] examined the influence 

of deregulation on the efficiency of 11 Tunisian commercial 

banks during 1990 to 2001. The window width used is 3, 

while the width that corresponds to the maximum DMU is 6 

and 7.   Webb [11] applies DEA window analysis method to 

study the relative efficiency levels of large UK retail banks 

during 1982 to 1995.  The window width selected is 3.  The 

selection is arbitrarily.  
Avkiran [12] applied DEA window analysis to evaluate the 

performance of 10 Australian commercial banks over 1986 to 

1995. The number of period selected for the study is 3. The 
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chosen width does not correspond to the maximum number of 

cross reference group. The result shows that smaller bank 

outperform the larger banks.  Cullinane [13] utilizes DEA 

window analysis approach to assess the performance of 25 

world major seaports over 1992 to 1999.  The results suggest 

that estimates of container port efficiency fluctuate over time. 

The size of the selected width is three years.  Sufian [14] used 

window analysis to examine the long-term trend in efficiency 

changes of 8 Malaysian commercial banks over 1992 to 2003.  

Three-year period is selected for the analysis.  The selection is 

the base on trial and error. 

 Sufian [15] employed DEA window analysis to analyses the 

long-term trend in efficiency changes of six Singapore 

commercial banks during the period of 1993 to 2003.  Three-

year window width is selected.   In this analysis, the selected 

width is three years. The selection was based on subjective 

judgment. Al-Eraqi [16] employed DEA window analysis 

technique to evaluate the efficiency of 22 cargo seaports in 

East Africa and Middle East for the period of 2000 to 2005.  

Four years is chosen as the time period of the analysis.  There 

is no rule for the selection. Pulina [17] employed DEA 

window analysis to measure the efficiency of hotels across 20 

regions in Italy over the period 2002 to 2005. The number of 

time period used in the analysis is two years. This selection is 

based on empirical approach.  Results have shown that one 

out of 20 regions one has fallen short behind.    Carbone [18] 

has shown how DEA window analysis was used to identify 

efficiency trends over time for a semiconductor manufacturer.  

Sufian [19] used DEA window analysis to evaluate 

performance trends of Singapore Commercial Banks over 

1993-2003. The result reveals that smaller banks outperform 

larger banks.  Keh [20] employed DEA window analysis from 

1999 to 2000 to examine the relationship between efficiency, 

effectiveness and productivity of marketing expenses; to this 

aim, 49 DMUs were run.   Ross [21] used DEA window 

analysis to evaluate and identify performance trends of 

distribution centres over four years.  Min [22] formulate and 

compare a variable return to scale and constant return to scale 

model to measure the efficiency of six Korean  luxury hotel 

from 2001 to 2003.  
 

Asmild [2] employed DEA window analysis with Malmquist 

index to evaluate the productivity of five Canadian banks 

from 1981-2000.  The sizes of these banks were expanded to 

400 DMUs. In doing so, this will facilitate performance 

comparison of these banks over time.  The number of time 

period selected is five years, if a different period is selected 

the result would likely be dissimilar.  It was pointed out that 

the selection of window width should be as small as possible 

to minimize the unfairness comparison over time, but still 

large enough to have a sufficient sample size. Results from 

this study have shown stable performance. Neves [23] assess a 

sample of 83 firms at a worldwide level in the years 2000-

2002.  Two main findings emerge from this analytical 

thinking.  First, the scale efficiency score is higher than the 

pure technical efficiency score. This indicates that companies’ 

managers should concentrate on productivity improvements.  

Secondly, the majority of the firms denote decreasing returns 

to scale (DRS).  This result is consistent with an under-

utilization of capacity and low occupancy rates.  Yang [3] 

measure the productivity of three telecommunications firms in 

Taiwan from 2001 to 2005.  DEA window analysis approach 

was used the size of these firm increases to 312 DMUs.  This 

expansion allows us to evaluate the efficiency of large firms 

over time.  The number of time period considered for this 

study is eight. Results reveals that firm's acquisitions are 

justified by higher scale size;  enlarging a market share to 

improve financial portfolios help firms to achieve better scale 

size and government efforts to privatized state-owned 

companies strengthen competitiveness.  However, the width 

was selected assuming an empirical approach.  
 
This literature review has disclosed that the more recent 

experimental works mainly concentrate on selection of 

window width based on empirical approach. In addition to, 

one of the main shortcomings of recently published works 

relates to the use of a relatively low number of observations. 

The present analysis is using roughly 24 observations, stands 

as a novel example of a panel DEA investigation in analyzing 

electricity efficiency. 

3. BASIC DEA MODEL 
In the DEA literature, two principal models are viewed. First 

is the CCR model  Charnes [5] that assumes that all DMUs 

are operating at CRS. Second is the BCC model Banker [24] 

that hypothesizes VRS. Consider the set of 𝑛 DMUs. For  

𝐷𝑀𝑈0 under evaluation, let 𝑦𝑟0     𝑟 = 1,… , 𝑠  denote the 

level of 𝑟𝑡ℎ  output, and 𝑥𝑖0   𝑖 = 1, … , 𝑚  the level of the  𝑖𝑡ℎ  

inputs. To measure the efficiency of 𝐷𝑀𝑈0, Charnes [7] 

proposed the following model.  

𝑚𝑖𝑛 𝜃 = 𝜃∗ 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 

 λjxij

n

j=1

≤ 𝜃𝑥𝑖0                    𝑖 = 1, … , 𝑚. 

 𝜆𝑗𝑦𝑟𝑗

𝑛

𝑗 =1

≥ 𝑦𝑟0,                    𝑟 =  1,… , 𝑠. 

𝜆𝑗 ≥ 0,     𝑗 = 1,… , 𝑛.   𝜃, 𝑢𝑛𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 

3.1 Empirical Method 

Window analysis evaluates a DMU with a cross reference to 

other DMUs performing in different time periods.  It extends 

the context of evaluation and expands the size of the reference 

group. One of the biggest advantages of window analysis is 

that it enhances the discriminating power of DEA by 

increasing the size of DMUs.  To illustrate, from Table 1 

below the first window incorporates years 2003, 2004, 2005, 

and 2006. When a new period is introduced into the window, 

the earliest period is dropped. In window two, year 2003 will 

be dropped, and year 2007 will be added to the window. 

Subsequently, in window 3, years 2005, 2006, 2007 and 2008 

will be assessed. The analysis is performed until window 4 

analyses years 2006, 2007, 2008 and 2009. As DEA window 

analysis treats a DMU as a different entity in each year, a 

four-year window with three DMU is equivalent to 12 DMUs.   

Later, by applying a 4 would considerably increase the 

number of observation of the sample to 48 providing a greater 

degree of freedom. 

 

Table 1:  Window Breakdown 

 

Window 1    2003 2004 2005 2006 

Window 2             2004 2005 2006 2007 

Window 3                      2005 2006 2007 2008 

Window 4                               2006 2007 2008 2009 

   2006   2007   2008   2009 
A window can be developed in a variety of styles.  Prominent 

among them, is the style developed by  Charnes [1], which has 
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been successfully employed in previous studies.  The method 

involves is taking the first 𝑝 time periods out of the total 𝑘 

periods of the evaluation to form the first window, 2,..., 𝑝 + 1 

periods to form the second window, and so on, 𝑝 + 1 ≤ 𝑘.  

Thus the number of windows is comprised of  𝑤 = 𝑘 − 𝑝 + 1.  

In a window, the same DMU, performing at the different 

periods is treated as if they were a distinctive DMUs 

performing at the same period.  The number of this DMU is 

𝑛𝑝 in each window. The total number of DMUs in the 

window analysis is 𝑛𝑝𝑤, instead of 𝑛𝑘 as observed. The 

"increased" number of DMUs or the "increased degree of 

freedom" of the analysis is 𝑛 𝑝 − 1 (𝑘 − 𝑝). The overlap of 

consecutive windows is (𝑝 − 1) periods.  This overlapping 

part facilitates analysis of the data quality and some dynamic 

property's evaluation. The window analysis provides 

management with additional information. the average 

efficiency scores. The variances of efficiency scores. The 

column average and the column range of the efficiency scores 

in a single time period for both individual DMUs and the 

whole set of DMUs. These properties are useful for examining 

the stability and trend properties of DMUs' performances over 

time. 

DEA Professional version 3.0 Solver software is used to 

compute the efficiency scores. Cooper [26] suggested a 

method to design the window length so as to maximize the 

total number of DMUs, or 𝑛𝑝𝑤. The selection is based on 

Equation (1). Applying the concept of maximizing the number 

of differential DMUs, four years is the recommended window 

width.    

3.2 Data Sources 
The major sources of data were obtained from a TNB (Tenaga 

Nasional Berhard) balance sheet and the statistical reports 

provided by the department of energy commission Suruhayja 

[25].  These are the inputs' variables.  

1. Total Number of Employees (TNE) in thousands. 

2. Total length of Transmission and Distribution Cables 

(TDC) in kilometres, which includes: 66kv, 132kv, 275kv, 

500kv lines; overhead and underground cables. 

3.  Total Number of Transmission and Distribution Sub-

stations (TDS) in thousands.  

while the outputs include: 

1. Turnover (TRV) in millions of Malaysian Ringgit.  

2.  Total Number of Customers (TNC) in thousands, which 

includes: domestic, commercials, industrial, public lighting, 

mining and agriculture consumption. 

3.  Total Unit Sold (TUS) in Gigawatt hours (GWh). 

Table 2 shows the descriptive statistics of the data. These 

include a measure of central tendency and measure of 

dispersion.   

Table 2: Descriptive Statistics of the inputs and outputs 

 

                TNE     TDC    TDS     TRV    TNC    TUS 

 

Max 24,950 723,336 63,237 26,388 7,177443 85,616 

Min   2,024     6,792    3,201     431   250,154   1,778 

Mean 9,365 145,156 20,694 5,917 2,157,818 23,778 

SD 10,405.27 216,220.72 22,411.33 7,862.11 2,634,653.66 

30,875.76 

 
All these inputs and outputs were extracted from Energy 

Commission's publication except TRV, which was extracted 

from TNB group Balance sheet Suruhayja [25].   After 

selecting the inputs and outputs variables, Spearman’s 

correlation coefficient is applied to test whether the variables 

have an isotonic relationship, i.e. decreasing inputs increase 

efficiency and increasing outputs increase efficiency as 

pointed out by Dyson [27]. Table 3 presents the coefficient of 

correlation.  However, one should be cautioned about a result 

from DEA exhibiting low correlation between inputs Smith 

[28]. A non parametric statistical test shows that the two 

corresponding DEA results are highly correlated. This 

strongly implies that the results are somewhat robust to the 

selection of inputs and outputs. 

Table 3: Spearman Coefficient of Correlation  

 

Outputs  TRV TNC TUS 

 

Inputs TNE      0.9479   0.9878   0.9748 

 TDC      0.9634   0.9337   0.9504 

 TDS      0.9830    0.9967 0.9940 

 

3.3 AHP Based Method 

In the first place, we look at the problem as a selection 

problem and then look for a suitable method that could solve 

the problem. The seven-year time period is viewed as decision 

alternatives, within which we select a particular year.  We 

proposed a Multi Criteria Decision Analysis, particularly AHP 

to select the best time period. Let: 𝑎𝑖 = Represent window 

width i. and 𝑤𝑖 = corresponding weights of  𝑎𝑖  i (1, 7).  There 

are seven time periods, i.e. from 2003 to 2009 every period is 

representing a decision alternative. Asmild [2], Avkiran [12], 

Webb [11], Reisman [10],  Yang [3] have all suggested that 

when selecting a window width it should be as small as 

possible in order to minimize the unfairness when comparing 

DMUs over time.   However, the window width should be 

large enough to have a sufficient sample size. The following 

attributes were used. 

1. A narrow window width is denoted by NRW. 

2. A window width that contains the maximum cross reference 

DMU is denoted by MCF. 

3. An upper bound limit to MCF is denoted by UBL. 

4. A lower bound limit to MCF is denoted by LBL. 

 

The following is proposed a narrow window width is very 

strongly important than the width that contain the largest 

number of cross reference DMUs.   

 

NRW is moderately to strongly preferred than MCF is 

accorded the rating 𝛼12 = 4.  
NRW is moderately to strongly preferred than UBL is 

accorded the rating 𝛼13 = 4. 
NRW is extremely preferred than LBL is accorded the rating 

𝛼14 = 9. 
MCF is equally to moderately preferred than UBL is accorded 

the rating 𝛼23 = 2. 
MCF is moderately to strongly preferred than LBL is 

accorded the rating 𝛼24 = 4. 
UBL is moderately preferred than LBL is accorded the 

rating 𝛼34 = 3. 
Reciprocal element is accorded the rating 𝛼𝑗𝑖 = 1/ 𝛼𝑖𝑗  

All the diagonal elements are equally preferred. 𝛼11 = 𝛼22 =
𝛼33 = 𝛼44 = 1. 
Hence, the pair wise comparison matrix is shown below: 

          LBLUBLMCFNRW  
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The total number of allocation is 𝑛(𝑛 − 1)/2. Reciprocals 

elements are position appropriately and all diagonal elements 

assumed unity. 

        LBLUBLMCFNRW  
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4214/1

9441
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UBL

MCF
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The preference matrix serves as input and the outputs are 

weights (eigenvectors 𝑤 ). Thus 
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C I = 0.03500, C R = 0.03888. 

 

Let the comparison matrix for the attributes be: Φ𝑁𝑅𝑊  

, Φ𝑀𝐶𝐹 ,Φ𝑈𝐵𝐿 , Φ𝐿𝐵𝐿 . The weight for the first attributes is: 
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,413.7max 
 

C I = 0.069, C R = 0.052. Based on the value of CR we accept 

the pair wise comparison since 

C R = 0.052≤ 0.100. 

Second attributes: 
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,772.7max 
 

C I = 0.129, C R = 0.097. Based on the value of CR we accept 

the pair wise comparison since 

C R = 0.097≤   0.100.  

Third attributes: 
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,748.7max  C I = 0.125, C R = 0.094.  Based on the 

value of CR we accept the pair wise comparison since C R = 

0.094≤   0.100.  Fourth attributes: 
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,567.7max  C I = 0.094, C R = 0.072.  Based on the 

value of CR we accept the pair wise comparison since 

C R = 0.072≤   0.100. 
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The resulting set of weights for each of the alternatives with respect to each attributes is presented in the following matrix below: 

  7654321 aaaaaaa



















201.0099.0220.0202.0141.0074.0063.0

189.0131.0087.0168.0329.0074.0082.0

189.0100.0207.0212.0149.0074.0069.0

099.0110.0108.0172.0344.0076.0092.0

LBL

UBL

MCF

NRW

Finally, the ranking of the width to be made for each attributes are found by determining the product of the attributes priorities and the 

weights as shown below: 

                      %LBLUBLMCFNRW  
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From the above discussion we come to the following 

conclusion. The composite scores indicate that according to 

realities facing decision makers it is better to select 𝑎3, 
because it has the highest ranking of 29.01% out of 100%.  

The decision maker goal is to select a width that can give a 

better comparison.  

 

3.4 Comparison between Empirical Method and AHP 

Based Method. 

If we look at Table 5, we see that under TNB, the fourth 

window develops a very low variance of TE3, when AHP 

based method is put into use, while empirical method yields a 

low variance of TE4. This gives ample evidence that AHP 

based method is superior to empirical method. Another 

evidence is found in the first and second window of SESB and 

SESCO. The first window of SESB show very low variance of 

TE3 when AHP based method is applied, but a different result 

is obtained if empirical method is employed. This gives rise to 

a high variance of TE4. Likewise, in SESCO's appraisal, AHP 

based method brings out low variances of TE3, whilst 

empirical method generates high variances of TE4.  The 

second window of SESCO yields results from the two 

different approaches.  When AHP based method is used to 

appraise SESCO, it brings out medium variance of TE3, on 

the other hand, when empirical method is employed to 

evaluate SESCO, it gives rise to a high variance of TE4. 

Table 5: Variance of Technical Efficiency 

 

WINDOW   TNB        SESB   SESCO 

      TE3 TE4 TE3 TE4           TE3 TE4 

 

1.      -       -       Very Low High Low       High 

2.      -       -         -      -    -      Medium High 

3.      -         -         -         -              -          - 

4.               Very Low   Low   -       -       -         - 

 

5. SUMMARY AND CONCLUSION 
The paper used DEA window analysis to evaluate the 

performances of three Malaysian electric utility firms over the 

period of seven years period (2003 to 2009).  The empirical 

approach is based on the principle of moving average.  It can 

detect the performance trend of a DMU over time.  A DMU in 

a different period is considered as if it was a different DMU 

entirely.  In doing so, the efficiency score of a DMU in a 

particular period is put next to its own efficiency score in 

other periods in addition to the efficiency scores of other 

DMU.  This expands the number of data points in the analysis, 

which can be useful when dealing with small sample size.  

Window analysis technique is employed to compute three 

economic indicators of this firm.  These indicators are 

technical efficiency score, pure technical efficiency score and 

scale efficiency score.  Technical efficiency is the 

effectiveness with which a given set of inputs is used to 

produce outputs.  If a firm is producing at maximum output 

possible given the resources it employs, such as labor and 

machinery, and the best technology available, it is said to be 

technically efficient. Pure technical efficiency score measures 

how a firm utilizes its resources under exogenous 

environments. Whilst scale efficiency is the ratio of technical 

efficiency and to pure technical efficiency. There are two 

possible assumptions while computing efficiency scores in 

DEA window analysis; these are constant return to scale and 

variable return to scale.  Constant return to scale is held when 

an increase in all inputs by 1% result to corresponding 

increase in all outputs by 1%, while variable return to scale is 

said to hold when the constant return to scale assumption is 

not fulfilled.  Variable return to scale measures only technical 

efficiency, while the constant return to scale measures 

technical efficiency as well as efficiency loss when the firm 

does not operate in its most productive scale size. 
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