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Abstract: Problem statement: Forecasting of palm oil yield has become an important element in the 
management of oil palm industry for proper planning and decision making. The importance of yield 
forecasting has led us to explore modeling of palm oil yield for Malaysia using the most recent 
development of Artificial Neural Network (ANN). The main issue in yield forecasting is to predict the 
future value with the minimum error. Approach: Artificial neural networks are computing systems 
containing many interconnected nonlinear neurons, capable of extracting linear and nonlinear regularity in 
a given data set. It is an artificial intelligence model originally designed to replicate the human brain’s 
learning process, a network with many elements or neurons that are connected by communications channels 
or connectors. The ANN can perform a particular function when certain values are assigned to the 
connections or weights between elements. In this study, a secondary data set from the Malaysian Palm Oil 
Board (MPOB) on the foliar nutrient composition, fertilizer trials and Fresh Fruit Bunch (FFB) yield were 
taken and analyzed. The foliar nutrient composition variables are the nitrogen N, phosphorus P, potassium 
K, calcium Ca and magnesium Mg concentration, while the fertilizer trials data are the N, P, K and Mg 
fertilizers and are measured in kg per palm per year. The foliar composition data was presented in the form 
of measured values whiles the fertilizer data in ordinal levels, from zero to three. Results: Two 
experiments were conducted to demonstrate the implementation ANN and for both experiment, the result 
demonstrated that the number of hidden nodes produces an effect to the overall forecast performance of the 
ANN architecture.  From the first experiment, it shows that the number of runs does not affect the ANN 
performance, but changing the momentum to learning rates, due to shows a significant improvement in the 
forecast result. The experimental result will be in the form of statistical analysis, the best neural network 
performance, the residual analysis and the effect on the learning rate on the NN performance. Conclusion: 
This study showed that modeling of oil palm yield using neural network requires data to be prepared or 
modified to satisfy the requirement of the parameters involved. This analysis yields the conclusion that 
only the number of hidden nodes has a significant influence on the NN performance and there is no effect 
resulting from the number of runs or the momentum term value on the neural network’s performance.  
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INTRODUCTION 
 
 Neural network or popularly known as Artificial 
Neural Networks (ANN), are computational models 
that consist of a number of simple processing units 
which communicate by sending signals to each other 
over a large number of weighted connections. One very 
important feature in ANN is in its adaptive nature 
where “learning by example” replaces “programming” 
in solving problems. This feature renders computational 
models very appealing in applications where one has 
little, or an incomplete understanding, of the problems 
to be solved, but where training data is available. Many 
different types of neural networks are being developed 

and used in many fields of application. New uses for 
ANN are being devised daily by researchers. Some of 
the most traditional applications include the area of 
Classification- to determine military operations from 
satellite photographs; to distinguish among different 
types of radar returns (weather, birds, or aircraft); to 
identify diseases of the heart from electrocardiograms; 
Noise reduction-to recognize a number of patterns 
(voice, images) corrupted by noise and Prediction -to 
predict the value of a variable, given historic values. 
Examples include forecasting of various types of loads, 
market and stock forecasting and weather forecasting 
(Kubde and Bansod, 2010; Adeli and Panakkat, 2009; 
Wang et al., 2009; Faraway and Chatfield, 1998). 
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 Neural networks, sometimes referred to as 
connectionist models, are parallel-distributed models 
that have several distinguishing features (Shabri et al., 
2009; Ismail and Jamaluddin, 2008).  
 Since the invention of backpropagation algorithm 
to train feedforward multi-layer neural networks a 
decade ago, Neural Networks (NN) have been widely 
used for many types of problems in business, industry 
and science. One major use of NN is for time series 
forecasting. Many successful applications suggest that 
NN can be promising alternative tool for both 
forecasting researchers and practitioners. The 
popularity of NN is derived from the fact that they are 
generalized nonlinear forecasting models. Forecasting 
has been dominated by linear statistical methods for 
several decades. Although linear models possess many 
advantages in implementation and interpretation, they 
have serious limitation in that they cannot capture 
nonlinear relationships in the data, which are common 
in many complex real world problems. One of the 
major reasons for that problem is that there is a 
varying degree of nonlinearity in the data, which 
cannot be handled properly by linear statistical 
methods (Khamis et al., 2006, Fukushima, 2010; 
Cherkassky and Ma, 2009; Chow, 2007; Adeli and 
Panakkat, 2009). 
 In this study, we discuss the modeling of oil palm 
yield using ANN where data are required to be prepared 
and modified to satisfy the requirement of the 
parameters involved in the neural network architecture.  
The model developed will be used for forecasting of oil 
palm yield.  
 

MATERIALS AND METHODS 
 
 ANN architecture has a set of requirements that 
must be satisfied. When modeling oil palm yield, the 
date are reorganized to fit the ANN requirement of the 
parameters involved. The data used in this study are 
secondary data set obtained from the Malaysian Palm 
Oil Board (MPOB). The data include the fresh fruit oil 
palm yield, the foliar nutrient composition, fertilizer 
trials. The amount of oil palm yield is measured by the 
amount of Fresh Fruit Bunch (FFB) yield. The foliar 
nutrient composition include the Nitrogen (N), 
Phosphorus (P), Potassium (K), Calcium (Ca) and 
Magnesium (Mg) concentration, while the fertilizer 
trials data are fertilizers with the same nutrient 
composition which are measured in kg per palm (palm 
tree) per year. The foliar composition data are in the 
form of measured values whiles the fertilizer data in 
ordinal levels, from zero to three. 

 In this study, the raw data used are checked, 
validated and then partitioned them into training, 
validation and testing set of data. The validity test is 
essential in ANN as it will indicate the presence of 
faulty data and once found, it pattern must be diagnosed 
and reason for deviances explained. In some cases, a 
portion of the data may be discarded.  By definition, 
training sets are used to actually update the weights in a 
network, validation sets are used to decide the 
architecture of the network and testing sets are used to 
examine the final performance of the network. The 
primary concerns should be to ensure that (i) the 
training set contains enough data and a suitable data 
distribution to adequately demonstrate the properties we 
wish the network to learn; (ii) there is no unwarranted 
similarity between data in different data sets. 
 
Mathematical model: ANN is an artificial intelligence 
model originally designed to replicate the human brain’s 
learning process. A network consists of many elements 
or neurons that are connected by communications 
channels or connectors. It can perform a particular 
function when certain values are assigned to the 
connections or weights between elements. In a system, 
where there is no assumed structure but the network are 
trained so that a particular input leads to a specific target 
output (Shahrabi et al., 2009; Blackwell and Chen, 
2009). The mathematical model for a neural network 
consists of a set of simple functions linked together by 
weights. It has a set of inputs x, output units y and hidden 
units z, which link the inputs to outputs (Fig. 1). The 
hidden units extract useful information from inputs and 
use them to predict the output. The type on neural 
network here is known the multilayer perceptron 
(Eskandarinia et al., 2010).  
 A network with an input vector of elements xl (l = 
1, 2,.., Ni) is transmitted through a connection that is 
multiplied by weight, wji, to give the hidden unit zi (j = 
1, 2, 3, …, Nk): 
 

iN

j jl l j0
l 1

z w x w
=

= +∑  (1)

     
Where: 
Nk = The number of hidden units  
Ni = The number of input units 
 
 The hidden units consist of the weighted input and 
a bias (wj0). A bias is simply a weight with constant 
input of 1 that serves as a constant added to the weight. 
These inputs are passed through a layer of activation 
function f which produces: 
 

iN

j jl l j0
l 1

h f w x w
=

 
= + 

 
∑  (2) 
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Fig. 1: Feed-forward neural network 
 

 The activation functions are designed to 
accommodate the nonlinearity in the input-output 
relationships. A common function is sigmoid or 
hyperbolic tangent: 
 

( ) ( ) 2
f z   tanh z   1 

[1 exp(2z)]
= = −

+
 (3) 

 
 The outputs from hidden units pass another layer of 
filters: 
 

h h iN N N

k kj j k0 kj jl l j0 k0
j 1 j 1 l 1

v  w h w w f w x w w
= = =

 
= + = + + 

 
∑ ∑ ∑  (4) 

 
and fed into another activation function F to produce 
output y (k = 1, 2, 3, …, No): 
 

( )
h iN N

k k kj jl l j0 k0
j 1 l 1

y F v  F w f w x w w
= =

  
= = + +  

   
∑ ∑  (5) 

 
 The weights adjustable parameters of the network 
and are determined from a set of data through the 
process of training (Cao and Zhu, 2010; Gholizadeh 
and Darand, 2009a). The training of a network is 
accomplished using an optimization procedure (such as 
nonlinear least squares). The objective is to minimize 
the Sum of Squares of Errors (SSE) between the 
measured and predicted output. There are no 
assumptions about functional form, or about the 
distributions of the variables and errors of the model, 
ANN model is more flexible than the standard 
statistical technique (Gholizadeh and Darand, 2009b; 
Chow, 2007). It allows for nonlinear relationship and 
complex classificatory equations. The users do not 
need to specify as much details about the functional 
form before estimating the classification equation but, 

instead, it lets the data determine the appropriate 
functional form (Shabri et al., 2009). 
 In accordance to standard analytical practice, the 
sample size was divided on a random basis two sets, 
namely the training set and the testing set. The training 
set and the testing set contain 80 and 20% of the total 
sample respectively. To evaluate the modeling accuracy 
the correlation coefficient, r and Mean Squares Error 
(MSE) were calculated. The model with a higher r and 
lower MSE was considered to be a relatively superior 
model. 
 A parametric analysis would be impossible without 
a discussion of the degrees of freedom of the network. 
In any parametric analysis, the number of degrees of 
freedom is defined as the number of observations minus 
the number of parameters that are free to vary (Gujarati 
and Porter, 2008). If N represents the number of 
observations and k the number of estimated parameters, 
then the degrees of freedom, df, can be calculated using: 
 
df = N – k (6) 
 
 This approach to the degrees of freedom can be 
applied directly to the feed-forward neural network if 
the network has only a single output. In this case, let k 
represent the number of estimated parameters. These 
estimated parameters include not only the connection 
weights that feed into the output and the output’s 
intercept parameter, but also the connection weights 
that interconnect the hidden layers. It also calculates the 
bias weights that correspond to each of the hidden 
layers’ transformation nodes. So, the numbers of 
parameters estimated in the feed-forward neural 
networks with one hidden layer are calculated as: 
 
k = nh (ni + 2) + 1  (7) 
 
Where: 
nh = The number of hidden neurons  
ni = Number of input nodes 
 
 A necessary condition in any parametric model is 
that the number of available degrees of freedom must 
be positive. This constraint imposes an upper limit on 
the size of the network. If there are N observations, then 
the maximum size of the hidden nodes can be 
calculated using: 
 

h(max)
i

N 1
n

n 2

−=
+

 (8) 

 
 As shown in Fig. 1, the input nodes are N, P, K, Ca 
and Mg concentrations and the output node is FFB 
yield which is measured in tonne per hectare per year. 
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Fig. 2: The early stopping procedure for the feedforward 
neural networks 

 

 
 

Fig. 3: The mean squares error for training, validation 
and testing 

 
ANN application: In modeling oil palm yield we ran 
neural networks using the neural networks toolbox in 
MATLAB package with a built-in procedure for a 
simple neural networks program. Nevertheless we are 
required to develop a simple algorithm to call the neural 
networks built-in procedure. Each procedure has its 
own specific name. In the first part we only considered 
N, P, K, Ca and Mg concentration from foliar analysis 
as input nodes and FFB as the output node (Fig. 2). The 
number of hidden nodes varies from one station to 
another because of the different number of 
observations. The maximum number of hidden nodes is 
obtained from Eq. 8 to ensure that the degree of 
freedom of the model is always positive.  
 In our case we consider the fully connected feed-
forward neural network and supervised neural networks 

because we have input and target data set as shown in 
Fig. 2. We also assume that all the inputs have a 
significant influence on the production of oil palm 
yield. We start the network with a small number of 
hidden nodes, which are added one by one until the 
maximum number of hidden nodes, which is defined 
from Eq. 8, is reached. 
 The first step in training a feed-forward network is 
to create the network object. The function newff creates 
a trainable feed-forward network (Al-Zubi et al., 2010; 
Wang et al., 2009). The user should determine the 
transfer function in the first and second layers and when 
the transfer function was obtained and the command 
newff used, the network was ready for training. Before 
training a feed-forward network, the weights and biases 
must be initialized. The initial weights and biases are 
created with the command init. This function takes a 
network object as input and returns a network object 
with all weights and biases initialized. For feed-forward 
networks, the weights’ initialization is usually set to 
random (rands), which sets weights to random values 
between -1 and 1. 
 This study considers the training networks for 
function approximation. The training process requires 
networks inputs input and target outputs target. During 
training, network’s weights and biases are iteratively 
adjusted to minimize the network performance function 
using mean squares error, mse. The training algorithm 
used in our study is Leverberg-Marquardt (trainlm) 
because this algorithm appears to be the fastest method 
for training moderate-sized feed-forward neural 
networks and it is also very efficient (Fahimifard et al., 
2009). We then apply an early stopping technique to 
avoid overtraining the neural networks and to improve 
generalization of the networks. This technique requires 
the data to be divided into three sets of data. The first 
set is the training set. This is used to compute the 
gradient and update the network weights and biases. 
The second set of data is the validation set. The error on 
the validation set is monitored during the training 
process. The validation error will normally decrease 
during the initial phase of training, as does the training 
set error. However, when the network begins to over fit 
the data, the error on the validation set will typically 
begin to rise. When the validation error increases for a 
specified number of iteration, the training is stopped 
and the weights and biases at the minimum of the 
validation error are returned as shown in Fig. 2-3 
presents the MSE value for each phase. The MSE value 
decreases when the number of epoch is less than five. It 
remains consistent until epoch fifteen, when the training 
stops. We divided the data into 3 sets, the training set, 
validation set and testing set of data with ratio 70, 15 
and 15% respectively. 
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Fig. 4: The correlation coefficient between the actual 
(A) and predicted (T) values 

 
 In our study we use the correlation coefficient as a 
method of measuring the correlation between the actual 
value and the predicted value. When the correlation 
value approaches one, it shows that the actual and 
predicted values are close and that the model fits the 
data well. Let X and X̂ be the actual value and 
predicted value from the specified model, 2

Xσ and 2

X̂
σ be 

the variance of the actual and predicted observation and 

X  and X̂  are the mean actual and mean predicted 
observation. So, the correlation coefficient between the 
actual and predicted values is defined as: 
 

n
i

2 2
i 1 ˆX X

ˆ ˆ(X X)(X X)
r

.=

− −=
σ σ

∑  (9) 

 
 MATLAB also provides the graphically best fitted 
line between the actual and target values. 
 We also carry out test to determine if the number 
of hidden nodes, the number of runs, momentum terms 
and learning rate does affect the performance of the NN 
model. In doing this we first clarify how the experiment 
was designed. In the first stage, three factors were 
considered namely the number of hidden nodes HN, 
number of runs NR and momentum rate MR. The 
number of hidden nodes has eight levels, between 3 and 
10, there are six levels for the number of runs, (3, 5, 7, 
10, 15 and 20) and four levels for the momentum terms, 
which are 0.25, 0.5, 0.75 and 0.95.  We combined the 
information from fertilizer trials (N, P, K and Mg 
fertilisers) and information from foliar analysis the N, 
P, K, Ca and Mg concentration. Therefore, this neural 
network architecture involves nine inputs and one 
output as shown in Fig. 4.  

Experiment 1: This experiment considers three factors, 
namely hidden nodes, number of runs and momentum 
term. This was carried out by changing the level of one 
factor and assuming that two factors are fixed to run the 
networks. We then changed them from one level to next 
level, recorded the error in estimation for each phase 
(training, validation and testing) then calculate the 
average of the error.  As an example, suppose that the 
hidden node was set to three and number of runs was 
also three and that the momentum term is 0.25. Now we 
can write the experiment as [3, 3, 0.25].  
 The first value represents the number of Hidden 
Nodes, (HN), the second value represents the Number 
of Runs, (NR) and the last value represents the 
Momentum Term, (MT). In general the experiment can 
be written as [HN, NR, MT]. The momentum term level 
will increase and the process is repeated for each factor 
until the maximum value at [10, 20, 0.95] is reached. 
The three layers of fully connected neural networks 
with nine input nodes and one output node. 
 
Experiment 2: In the second experiment, we changed 
the momentum term with the learning rate and we set 
the momentum term at random. We still used the two 
factors of the number of hidden nodes and the number 
of runs. The experiment then included the number of 
hidden nodes HN, number of runs NR and learning rate, 
LR and could be written as [HN, NR, LR]. We 
considered the number of hidden nodes as having seven 
levels, i.e. 2, 4, 6, 8, 10, 12 and 14 and the number of 
runs as also having seven levels i.e. 3, 5, 7, 9, 11, 15 
and 20. The learning rate had five levels, i.e. 0.05, 0.15, 
0.25, 0.45, 0.65 and 0.95. We repeated the process as in 
the first experiment until the maximum levels for each 
factor were obtained. 
 

RESULTS  
 

 The performance of NN was due to the effect of 
the combination activation function in the hidden layer 
and output layer.  Six combination activation functions 
were considered, namely log-sigmoid and log-sigmoid 
(LL), log-sigmoid and pure-lin (LP), log-sigmoid and 
tan-sigmoid (LT), tan-sigmoid and pure-lin (TP), tan-
sigmoid and log-sigmoid (TL) and tan-sigmoid and tan-
sigmoid (TT). All the combinations of activation 
functions were run and the mean squares error for each 
number of hidden nodes were recorded. The three 
phases in NN     modeling are the training, validation 
and testing. Using    the    average MSE, the 
performance    of NN architecture    is determined. Here 
we consider the MSE as the testing variable of each 
phase. We also tested the correlation between the 
predicted and observed values. 
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Table 1: The F statistics value for different combination of activation 
functions used in coastal and inland areas 

 The F-value  
 ----------------------------------------------------------------------  
Station Training Validation Testing  Average Correlation 
Inland stations 
ILD1 3.368* 17.997* 12.055* 10.729* 3.062* 
ILD2 7.850* 15.516* 14.949* 10.091* 1.601 
ILD3 2.736* 12.899* 1.924 7.951* 4.431* 
ILD4 2.291* 15.055* 10.452* 13.700* 3.058* 
ILD5 1.859 2.306* 42.523* 16.715* 2.519* 
ILD6 3.132* 22.047* 4.755* 0.927 4.606* 
ILD7 1.766 13.455* 7.028* 5.812* 0.916 
ILDT 0.853 11.736* 12.742* 3.732* 0.613 
Coastal stations 
CLD1 0.847 11.091* 18.495* 15.103* 6.454* 
CLD2 3.664* 7.724* 9.166* 10.197* 2.403* 
CLD3 3.265* 3.762* 1.918 2.905* 4.017* 
CLD4 1.295 12.413* 6.006* 8.957* 5.272* 
CLD5 1.524 10.218* 7.112* 1.615 2.139 
CLD6 3.232* 6.523* 10.145* 7.518* 6.146* 
CLD7 1.366 5.092* 3.354* 2.865* 5.911* 
CLDT 2.794* 8.083* 35.022* 13.037* 2.047 
Note: * significant at 5% level 

 
Table 2: The MAPE values of the neural network model 
Station  LL LP LT TP TL TT 
Inland area 
ILD1 0.116 0.132 0.146 0.144 0.143 0.146 
ILD2 0.116 0.126 0.124 0.131 0.126 0.122 
ILD3 0.119 0.119 0.113 0.109 0.114 0.117 
ILD4 0.136 0.128 0.130 0.129 0.135 0.132 
ILD5 0.094 0.113 0.107 0.096 0.096 0.097  
ILD6 0.099 0.101 0.099 0.102 0.105 0.072 
ILD7  0.167 0.158 0.169 0.164 0.161 0.175 
ILDT  0.057 0.056 0.056 0.058 0.057 0.057 
Coastal 
CLD1 0.146 0.134 0.139 0.149 0.122 0.146 
CLD2  0.073 0.064 0.072 0.066 0.078 0.074 
CLD3 0.076 0.066 0.075 0.069 0.084 0.079 
CLD4 0.113 0.129 0.112 0.128 0.116 0.113 
CLD5 0.149 0.149 0.158 0.143 0.153 0.151 
CLD6 0.128 0.124 0.123 0.124 0.133 0.130 
CLD7 0.107 0.108 0.108 0.103 0.106 0.110 
CLDT 0.150 0.146 0.151 0.157 0.153 0.152 
The activation function combination (input layer to hidden layer and 
hidden layer to output layer) 

 
Results of experiment 1: After completing the 
experiment, we rearranged the data for variance analysis 
and response surface analysis. The F value of hidden 
nodes, 8.7759 (p = 0.0000 and df = (7, 1912)), indicated 
that the performance of the neural networks model was 
statistically affected by the number of hidden nodes. The 
F value for number of runs, 1.6950 (p = 0.1330 and df = 
(5, 1914)) and the momentum term, 1.3300 (p = 0.2630 
and df = (3, 1916)), show that both factors did not 
influence the overall performance of the neural networks. 
This analysis yields the conclusion that only the number 
of hidden nodes has a significant influence on the NN 
performance and there is no effect resulting from the 

number of runs or the momentum term value on the 
neural network’s performance. 
 
Results of experiment 2: After running the analysis of 
variance, we found that the F value for the hidden nodes 
is 8.0480 (p = 0.0000 and df = (6, 2932)) and the F value 
for the number of runs is 2.8840 (p = 0.0080 and df = (6, 
2932)). This indicates that both factors affect the neural 
network’s performance. However, the F value for the 
learning rate is 1.6090 (p = 0.1540 and df = (5, 2933)), 
which means that the null hypothesis cannot be rejected 
and we conclude that the learning rate does not influence 
the neural network’s performance. 
  

DISCUSSION 
 
 We are interested to test whether all combination 
of activation functions will produce equal MSE values. 
So that, two hypotheses were tested; the null 
hypothesis, H0:  all the MSE forming for each 
combination activation functions are equal and the 
alternative hypothesis, Ha: at least one combination 
activation function is not equal. In this case, the 
dependent variable was MSE value and the independent 
variables were the combinations of activation function. 
For further explanation, station ILD1was considered as 
an example. For each combination activation function, 
the NN was running using 2 hidden nodes to 30 hidden 
nodes and the MSE values and correlation coefficient 
for each phase were recorded. The numbers of hidden 
node depended on the maximum number of hidden 
nodes which was obtained from equation (6.3). Then, 
rearranged the MSE values and performed the analysis 
of variance.  
 As a standard procedure, the F statistic was used to 
test the null hypothesis. The results of the test for the 
inland area are presented in Table 1. The F values for 
training, validate, testing and average are 3.368, 17.997, 
12.055 and 10.729, respectively and found statistically 
significant at 5% level at (5, 198) degrees of freedom. 
Then, by using the same procedure, others station were 
obtained. As we can see, almost all the stations showed 
the p-value less than 5% corresponded with their 
degrees of freedom, which signified rejection of the 
null hypothesis, except for stations ILD6, ILD7 and the 
ILDT. At station ILD6 the average MSE for different 
combination activation functions can be assumed equal 
as it was also found in the training and correlation 
results at station ILD7. 
 Our analysis shows that the result is the same for 
coastal area, where all the tests are significant at the 5 
percent level (Table 2). In the training phase, the null 
hypothesis is not rejected at three stations, for one 
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station at the testing phase and for the others in the 
average of MSE. This study shows that the combination 
of activation functions has significant influence on the 
overall performance of the NN model. 
 The Duncan test was performed using the average 
of MSE. For each station, the test shows a different 
result. This means that the NN performance depends on 
the data site characteristic. Station CLD2 stated that the 
LL activation function gives the smallest average of 
MSE, compared to the LP and others. If we look at the 
value itself, the differences between combination 
functions are rather small. In ANOVA testing, 
variability of the variance plays a big role. The 
fluctuation of MSE occurs when the number of hidden 
nodes is added. Station CLD7 gave an interesting 
situation, where 5 combination activation functions 
performed more comparably than with the TP 
combination. This also happened at station ILD3 in the 
inland area. According to the findings, no 
generalization can be made on the selection of the 
combination activation function and we suggest that the 
trial and error method is an alternative way in selecting 
the best combination. 
 The best models in determining the hidden nodes 
and best NN architecture were selected based on the 
minimum value of MAPE and are represented in Table 2. 
 

CONCLUSION 
 
 For both experiments, the result demonstrated that 
the number of hidden nodes produces an effect in the 
overall performance of the NN architecture. The 
experiment also found that the momentum term and 
learning rate do not reflect their influence in the NN’s 
performance. The first experiment shows that the 
number of runs did not affect the NN performance, but 
changing the momentum term to learning rate, due to 
shows a significant effect on NN performance. The 
number of runs too influences NN performance.  
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