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ABSTRACT 

 

The formulation of a new parallel iteration methods are created to solve the parabolic 

equations in one, two and three dimensions  run on a distributed parallel computer 

systems on the homogeneous parallel machines with 20 PC Intel Pentium IV, speed 

1.6MHz and with PVM   application platform. The development of IADE class and AGE 

with (4,2) and (2,2) accuracies are  oriented by ADI algorithm   with time level splitting 

strategy by an alternating way. The alternative iterative method for IADE and AGE 

classes is created. There are IADEI method which is based on Richardson's formula and 

AGE\_BRIAN which is based on linear interpolation concept. The development of a few 

strategies parallel is being as a mechanism for IADE to make it implemented in parallel. 

The Comparisons of the sequential performance   measurements  in  IADE class with  

SUB, SOR, RB, MULTI, VECTOR and  MF strategies are implicated  the higher  

convergent and accuracy of  IADEB-SUB and IADE-SUB methods. The Comparisons of 

the parallel performance measurements for IADE and AGE classes shown the elements 

of AGE class such as the overlapping subdomain and implicit block (2X2) are implicated 

the speedup and efficiency of AGE class is higher than IADE class. the minimum of the 

cost communication for the AGE class compared to IADEB-SUB and IADE-SUB are 

proved  that  AGE class is  compatibility implemented  on distributed parallel computer 

systems.  The Expansion of AGE class on one, two and three dimensions for Cartesian, 

 cylindrical and spherical coordinate systems make a decision that   AGE-BRIAN 

methods is an alternative for   AGE class in terms of convergent, accuracy, time 

executions, speedup, efficiency, effectiveness and temporal performance Communication 

activities and the consistent and work balance of data decomposition technique for CG 

method compatibility of the distributed parallel computer systems barriers. 
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ABSTRAK 

 

Kajian penyelidikan ini mencakupi tuntutan kepada pembinaan teknik algoritma selari 
yang terkini dalam menyelesaikan  model masalah bersaiz besar bagi satu sistem 
persamaan linear. Penganalisaan pengiraan berangka untuk pelbagai kelas kaedah lelaran 
merupakan satu motivasi kepada pembinaan algoritma selari menerusi teknik partisi blok 
dapat mengurangkan penggunaan  ruang lokasi ingatan dan kos komunikasi pada sistem 
computer selari multipemproses ingatan teragih. Perumusan beberapa kaedah lelaran 
terbaru secara berjujukan dan selari dilaksanakan dalam menyelesaikan beberapa 
persamaan parabolik yang diimplementasikan pada sistem komputer selari yang 
dibangunkan oleh 20 pemproses Intel Pentium IV, berkelajuan 1.6GHz dengan aplikasi 
perisian penghantar utusan PVM. Kaedah lelaran tersebut didapati menumpu dengan 
kestabilan tidak bersyarat dan memiliki peringkat kejituan yang tinggi serta bercirikan 
domain penyelesaikan berangka  tak tersirat. Penciptaan kaedah lelaran variasi baru 
dalam kelas IADE dan AGE adalah berasaskan kepada strategi belahan TAS. Ujikaji 
berangka bagi model masalah multidimensi membuktikan kecepatan kadar penumpuan 
dan kejituan kaedah lelaran tersebut. Ke arah keberkesan implementasi algoritma  selari,   
pelbagai stratesi selari yang dicadangkan. Perbandingan ukuran prestasi algoritma selari 
dengan pelbagai strategi selari membuktikan kadar penumpuan dan masa pelaksanaan 
algoritma berjujukan bagi kelas IADE  adalah dalam turutan SUB, SOR, RB, MULTI, 
VECTOR dan MF. Analisis ukuran prestasi algoritma selari  mendapati kelas AGE 
mengatasi kelas IADE selari dari segi kecepatan kadar  penumpuan berdasarkan kepada 
faktor kemampuan  pemproses melaksanakan tugas saling tak bersandar, implikasi 
daripada subdomain tak bersandar, keoriginalan kaedah blok tersirat yang 
ditransformasikan secara terus kepada subdomain tak tersirat. Perbandingan ukuran 
prestasi algoritma selari ke atas kedua-dua kelas ini juga membuktikan kos komunikasi 
kaedah AGE adalah kurang daripada kelas IADE. Implikasinya,  kesesuaian 
implementasi kelas AGE pada sistem komputer selari ingatan teragih juga dibincangkan. 
Penemuan ini merupakan satu titik tolak kepada peningkatan kadar penumpuan, kejituan, 
masa pelaksanaan, kecepatan, kecekapan, keberkesanan dan prestasi sementara jika kelas 
AGE dikembangkan kepada aplikasi  model masalah  multidimensi bagi sistem koordinit 
kartesan dan koordinit  kutub dan seterusnya melahirkan pembinaan BRIAN dengan 
variasi baru sebagai alternatif kepada DOUGLAS. Aktiviti komunikasi dan teknik 
pengagihan data dipertimbangkan dalam mencakupi kekangan-kekangan pada sistem 
komputer selari ingatan teragih. 
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Chapter 1 

 

  Introduction 

 

 

This research surveys new trends that will introduced a new approach in regards of 

solving a tridiagonal structure of matrices complex problems. This new loom will have a 

great major impact on all aspect of Mathematics and Science growth. It revealed under 

parallel computing technology in its evolution from chronological to parallel algorithmic 

practice. The exposure of iterative or domain decomposition approximate methods such 

as Jacobi and Gauss-Seidel Red Black, provides a consisted of guessing a value that 

initial guesses is to assume that they are all zero. Even some cases stated that Numerical 

method is useful; with some advantageous from Gauss Seidel Red Black’s exposure, it 

had been the best method chosen in solving the parallelization algorithm of PDE 

problems. The experiment of parallel computing were carried out in more that 2 PC Intel 

Pentium IV under homogenous architecture platform of LINUX to perform the algorithm. 

The comparisons between sequential and parallel algorithm will be presented. The result 

of some computational experiments and the parallel performance in solving the equations 

will be discussed.  

 

1.1 High Performance Computing 

 

There are different ways to classify parallel computers. One of the more widely used 

classifications, in use since 1966, is called Flynn's Taxonomy.  

Flynn's taxonomy distinguishes multi-processor computer architectures according to how 

they can be classified along the two independent dimensions of Instruction and Data. 

Each of these dimensions can have only one of two possible states: Single or Multiple.  

The matrix below defines the 4 possible classifications according to Flynn.  
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S I S D  

Single Instruction, Single Data 

S I M D  

Single Instruction, Multiple Data 

M I S D  

Multiple Instruction, Single Data

M I M D  

Multiple Instruction, Multiple Data 

 

 

1.2 Single Instruction, Multiple Data (SIMD):  

 

A type of parallel computer Single instruction: All processing units execute the same 

instruction at any given clock cycle multiple data: Each processing unit can operate on a 

different data element. This type of machine typically has an instruction dispatcher, a 

very high-bandwidth internal network, and a very large array of very small-capacity 

instruction units, Best suited for specialized problems characterized by a high degree of 

regularity, such as image processing. Synchronous (lockstep) and deterministic execution 

two varieties: Processor Arrays and Vector Pipelines  

Examples (some extinct):  

Processor Arrays: Connection Machine CM-2, Maspar MP-1, MP-2  

Vector Pipelines: IBM 9000, Cray C90, Fujitsu VP, NEC SX-2, Hitachi S820  

Distributed Memory 

 

1.2.1 General Characteristics

 

Like shared memory systems, distributed memory systems vary widely but share a 

common characteristic. Distributed memory systems require a communication network to 

connect inter-processor memory.  
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Processors have their own local memory. Memory addresses in one processor do not map 

to another processor, so there is no concept of global address space across all processors.  

Because each processor has its own local memory, it operates independently. Changes it 

makes to its local memory have no effect on the memory of other processors. Hence, the 

concept of cache coherency does not apply.  

When a processor needs access to data in another processor, it is usually the task of the 

programmer to explicitly define how and when data is communicated. Synchronization 

between tasks is likewise the programmer's responsibility.  

The network "fabric" used for data transfer varies widely, though it can be as simple as 

Ethernet. 

 

1.2.2 Advantages 

 

Memory is scalable with number of processors. Increase the number of processors and 

the size of memory increases proportionately.  Each processor can rapidly access its own 

memory without interference and without the overhead incurred with trying to maintain 

cache coherency.  Cost effectiveness: can use commodity, off-the-shelf processors and 

networking.  

 

1.2.3 Disadvantages  

 

The programmer is responsible for many of the details associated with data 

communication between processors.  It may be difficult to map existing data structures, 

based on global memory, to this memory organization.  Non-uniform memory access 

(NUMA) times 
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According to Wikepedia, the free encyclopedia in Internet, the definitions of Parallel 

Computing is the simultaneous execution of the same task (split up and specially 

adapted) on multiple processors in order to obtain results faster. The idea is based on the 

fact that the process of solving a problem usually can be divided into smaller tasks, which 

may be carried out simultaneously with some coordination.  

 

With the idea of 20 PCs, 20 GB Hard Disk (each), 1.67 MHz processors (each) and using 

Intel Pentium IV; to obtaining the fastest result in solving PDE can be resolved with this 

machine. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.1: Distributed parallel computer systems under consideration 

 

 

 

 

 

 

http://en.wikipedia.org/wiki/Central_processing_unit


 5

This research  encompasses studies on recent advances in development of the parallel 

algorithmic techniques to solve a large-scale problems involving the solution of The 

Partial Differential Equations problems had been discussed with a few methods that are; 

the implementation of domain decomposition technique with introduces of [A] = [L] [U]. 

 

1.3 The development of a parallel computer program 

 

There are a few steps to develop the parallel computer programs.  

 

1.3.1 Four steps 

 

There are 4 steps in developing a parallel program, which is done by student with 

understanding some important concepts such as task, process and processors 

1. Decomposition 

2. Assignment 

3. Algometric 

4. Mapping  

 

Firstly, computational complexity is break up into task to be divided among process and 

the gold of this part is to make sure there are enough tasks to keep processes busy. The 

realization of the finite element method on parallel computers is usually based on a 

domain decomposition approach. Student is concerned with the problem of finding an 

optimal decomposition and an appropriate mapping of the sub-domains to the processors. 

The quality of this partitioning is measured in several metrics but it is also expressed in 

the computing time for solving specific systems of grand challenge applications. 

. In particular, the data structure and the accumulation algorithm are introduced. Then 

students are suggested to develop several partitioning algorithms to make the comparison 

in term of performance. 
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Secondly, specifying mechanism to divide work among processes statically or 

dynamically assigned. The function of this part is to maximize work balancing, reduce 

communication activities and management cost.  

Thirdly is structuring communication, organizing data and scheduling tasks. The goals 

are to reduce cost of communication and synchronization, schedule tasks to satisfy 

dependency and reduce overhead of parallelism management. Lastly, mapping the 

process into particular processors based on network topology. 

 

1.3.2 Processes of parallel programming 

 

The processes in creating a parallel program are as follows: 

1. Assumption that the sequential algorithm is given. 

2. Identify work that can be done in parallel 

3. Partition work and data among processes 

4. Manage data access, communication activities and the synchronization 
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Chapter 2  

 
 Literature 

 

 

2.1 IADE Methods 

 

Six strategies of parallel algorithms are implemented to exploit the convergence of IA 

DE. In the domain decomposition strategy   the IADE Michell-Fairweather which is fully 

explicit is derived to produce the approximation of grid-i and not totally dependent on the 

grid (i-1) and (i+1). In IADE Red Black and IADE SOR strategies, the domain is 

decomposed into two different subdomains. The concept of multidomain is observed in 

the IADE Multicoloring method. The decomposition of domain split into w different 

groups of domain. On the vector iteration strategy, parallel IADE is run in two sections. 

This method converges if the inner convergence criterion is achieved for each section. 

 

2.2 AGE Methods 

 

In Evans & Sahimi (1989) the discretization of parabolic partial deferential equation is 

derived from Iterative Alternating Decomposition Explicit Method (IADE) and 

Alternating Group Explicit Method (AGE). In Sahimi & Alias (2000) the six strategies of 

parallel algorithms in solving parabolic partial differential equations is implemented. 

These strategies were found to be more effective using a distributed memory machines. 

In Alias, Sahimi & Abdullah (2002), the Conjugate Gradient on AGE method (AGE-CG) 

was found to be more convergence and accurate compared to AGE. In this paper, the 

computational analysis of the proposed strategies is presented   by using explicit block 

(2x2). These schemes can be effective in reducing data storage accesses in distributed   

memory and communication time on a distributed computer systems. The research 

focuses on the cost communication and computational complexity for these iterative 

methods. All the parallel strategies have been developed to run on a cluster of 

workstations based on Parallel Virtual Machine environment (Geist .el, 1994).    
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2.3 Some Numerical methods 

 

In this research, Alternating Group Explicit Method (AGE) for solving two dimensional 

heat model is compared with Alternating Group Explicit - Interpolation Method. This 

new iterative algorithm has been developed based on (2x2) block schemes expressed in 

explicit point form notation. In Evans & Sahimi (1989) the discretization of parabolic 

partial differential equation is derived from (AGE). In Alias, Sahimi & Abdullah (2002), 

the Conjugate Gradient on AGE method (AGE-CG) was found to be more convergence 

and accurate than AGE.   
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Chapter 3    

 

Methodology 

 

 

 

 

 

minusplus 

times

 

 

 

 

 

 

 

 

 

 
Figure 3.1: Domain decomposition technique for arithmetic operations. 

 

 

Parallel strategies under consideration are focuses on domain decomposition technique as 

shown in figure above. The figure shows the examples of domain decomposition 

technique for arithmetic operations. 

 

 

3.1 Sequential algorithms 
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The new technique known as Iterative Alternating Decomposition Explicit Interpolation 

Method (IADEI) is applied to linear system in the Parabolic equation.  The sequential and 

the parallel strategies of IADEI algorithms are described in detail and the numerical 

results are presented. Iterative Alternating Decomposition Explicit Interpolation  Method 

(IADEI) is based on Iterative Alternating Decomposition Explicit (Sahimi, 1989) and the 

modification of matrix A. The discretization of IADEI method is obtained in the implicit 

and explicit forms as follows, 
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3.2 Parallel IADE algorithms  

 

The objectives of the parallel algorithms are to minimize the communication cost and 

computational complexity. 

  

 

 

 

 

 

 

 

 

 

 
Figure 3.2: Minimizes the communication cost between the grids. 

 

 

 

The sequential algorithm for IADEI shown that the approximation solution for grid ui is 

depend on ui-1 and the approximation solution for um+1-I is depend on um+2-i. To avoid 

dependently situation, some parallel strategies is developed to create the non-overlapping 

subdomains. 

 

3.2.1 IADEI-SUB 

 

On the strategy of Incomplete Block LU preconditioners on slightly non-overlapping 

subdomains, the domain is decomposed into p processors with incomplete subdomain. 

This strategy implemented the incomplete factorization with parameter of algebraic 

boundary condition as follows, 
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3.2.2. IADEI-RB  

 

In IADEI-RB strategy, the domain is decomposed into two different subdomains. There 

are the approximate solution on the odd grids and even grids. Computation on odd grids 

is executed followed by even grids. These two subdomains are not dependent on each 

other. IADEI-RB is run in parallel for each subdomain in alternating way on two time 

steps. The parallel IADEI-RB formula is as follows, 

 
3.2.3. IADEI-SOR 

 

Using the well-known fact of the IADEI-RB, the parallel algorithm for IADE-CG-SOR 

takes the form similar to IADEI-RB but the acceleration parameter was chosen to provide 

the most rapid convergence 
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3.2.4 IADEI-MULTI 

 

Multicolor technique has been used extensively for the solution of the large-scale 

problems of linear system of equations on parallel and vector computer (Ortega, 1987).  

By the definition of multidomain, the domain is decomposed into w different groups. 

IADEI-MULTI is an advanced concept of IADEI-RB. Typically, one chooses the 

minimum number of colors w so that the coefficient matrix takes the block form. In 

particular w=2, then IADEI-MULTI is the IADEI-RB. The Domains for colors 1, 2, 3, ... 

, w are noted as w1, w2,..., ww . The subdomains wi are distributed into different groups of 

grid. In the process of assignment, subdomains wi  are mapped into the processors p in the 

alternating way. At each time step, the computational grid for domain started its 

execution with  w1, followed by  w2 and ends with  ww. The IADEI-MULTI allows the 

possibility of a high degree of parallelism and vectorization. However, IADEI-MULTI, 

as opposed to the natural ordering, may have a deleterious effect on the rate of 

convergence. 

 

 

Processor 3 

Processor 2 

Processor 1 
 

 

 

 

 

 

 

 

 

 
Figure 3.3 : Data exchange for the boarder line among the tasks 
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3.2.5 IADEI-VECTOR 

 

On the vector iteration strategy, the parallel IADEI-VECTOR is run in two convergence 

sections. The first section is at time level (k+1/2) and the second section is time level 

(k+1). This method converges if the inner convergence criterion is achieved for each 

section. The inner convergence criterions are definite global convergence criterion. 

 

3.2.6 IADEI-MICHELL-FAIRWEATHER  

 

The IADEI-Michell-Fairweather (IADEI-MF), which is fully explicit, is derived to 

produce the approximation of grid-i and which is not totally dependent on the grid (i-1) 

and (i+1). The approximation at the first and second intermediate levels are computed 

directly.  The explicit form of equation are given by, 
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3.3 Parallel AGE algorithms 

 

The parallel strategies is based on straighforward concept to  minimizes the 

communication and computational costs. 

 

3.3.1 DOUGLAS Algorithms 

 

DOUGLAS Algorithms is based on the Douglas - Rachford formula for AGE fractional 

scheme (Sahimi, 1989) takes the form, 

 
 

 

3.3.2. BRIAN method 

 

BRIAN method is based on the AGE algorithm with Douglas - Rachford  variant and 

linear interpolation (BRIAN) concepts using the fractional strategy. BRIAN algorithm 

has been developed as an alternative to the parallel and sequential algorithm of 

DOUGLAS method. The formula for BRIAN method for 2-dimensional problem leads to 

five intermediate levels are as follows, 
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3.3.3 Gauss-Seidel method 

 

Gauss-Seidel method is chosen as a control schems. The Gauss-Seidel method is a 

technique used to solve a linear system of equations. The method is named after the 

German mathematicians Carl Friedrich Gauss and Philipp Ludwig von Seidel. The 

method is similar to the Jacobi method (and likewise diagonal dominance of the system is 

sufficient to ensure convergence, meaning the method will work). 

We seek the solution to a set of linear equations, expressed in matrix terms as 

 
The Gauss-Seidel iteration is 

 
where D, − L, and − U represent the diagonal, lower triangular, and upper triangular parts 

of the coefficient matrix A and k is the iteration count. This matrix expression is mainly 

of academic interest, and is not used to program the method. Rather, an element-based 

approach is used: 

 

http://en.wikipedia.org/wiki/Linear_system_of_equations
http://en.wikipedia.org/wiki/Germany
http://en.wikipedia.org/wiki/Mathematician
http://en.wikipedia.org/wiki/Carl_Friedrich_Gauss
http://en.wikipedia.org/wiki/Philipp_Ludwig_von_Seidel
http://en.wikipedia.org/wiki/Jacobi_method
http://en.wikipedia.org/wiki/Diagonal_dominance
http://en.wikipedia.org/wiki/Diagonal_matrix


 17

Note that the computation of uses only those elements of that have 

already been computed and only those elements of that have yet to be advanced to 

iteration k + 1. This means that no additional storage is required, and the computation can 

be done in place (  replaces ). While this might seem like a rather minor 

concern, for large systems it is unlikely that every iteration can be stored. Thus, unlike 

the Jacobi method, we do not have to do any vector copying should we wish to use only 

one storage vector. The iteration is generally continued until the changes made by an 

iteration are below some tolerance. 

 

Algorithm 

Chose an initial guess φ0

for k := 1 step 1 until convergence do 

for i := 1 step until n do 

σ = 0

for j := 1 step until i-1 do 

 
end (j-loop) 

for j := i+1 step until n do 

 
end (j-loop) 

 
end (i-loop)  

check if convergence is reached  

end (k-loop)  

 

 

 

 

http://en.wikipedia.org/wiki/Jacobi_method
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3.4 Model Problems 

 

3.4.1 One dimensional problem 

 

 

 

 

 

 

 

 

 
Figure 3.4 : Region for one dimensional PDE problems 
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3.4.2 Two dimensional problem 

 

The parallel strategies were tested also on the 2-dimesional parabolic partial differentials 

equation as follows (Gourlay & MacGuire, 1971), 

 

 
 

3.5 Parallel implementation 

3.5.1 IADE Methods 

 

 All the parallel strategies are based on the non-overlapping subdomain.  There is no data 

exchange between the neighboring processors at the iteration (k) but there are inter-

processor communications between the iteration (k) and the next iteration (k+1). A 
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typical parallel implementation of a parallel IADEI assigns several mesh points to each 

processor p such that each processor only communicates with its two nearest neighbors. 

The computations of the approximation solutions in subdomain wp are executed 

independently. The stopping criteria in the processors p are investigated by measuring the 

size of the inner residuals.  Let us define the residual computed in the processors p. This 

quantity is kept in the processor's memory between successive iterations and it is checked 

if the residual is reduced by the convergence criterion. The master processor checked the 

maximum of local convergence criterion and the iteration stopped when the global 

convergence criterion is met. 

3.5.2.  AGE Methods 

 

As the AGE class is Fully explicit its feature can be fully utilized for parallesation. 

Firstly, Domain is distributed to p subdomains by the master processor. The partitioning 

is based on data decomposition technique. Secondly, the subdomains p of BRIAN and 

DOUGLAS methods are assigned into  processors in block ordering. The  domain 

decomposition for BRIAN and DOUGLAS methods are implemented in four and five 

time level, respectively. The communication schemes between the slave processors are 

needed for the computations in the next iterations. The parallelization of BRIAN and 

DOUGLAS is achieved by assigning the explicit block (2x2) in this way and proved that 

the computations involved are independent between processors.  The parallelism strategy 

is straightforward and the domain is distributed to non over lapping subdomain.  Based 

on the limited parallelism, this scheme can be effective in reducing computational 

complexity and data storage accesses in distributed parallel computer systems.  The 

iterative procedure is continued until convergence is reached. 
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Chapter 4    

 

Computational Results 

 

4.1  Parallel performance measurement 

The following definitions are used to measure the parallel strategies, speedup 1
p

p

TS
T

= , 

efficiency p
p

S
C

P
=  , effectiveness p

p
p

C
F

T
= , and temporal performance , where 

 is the execution time on one processor,   is the execution time on p processors and 

the unit of 

1
p pL T −=

1T pT

pL  is work done per microsecond. The important factors effecting the 

performance in message passing on distributed memory computer systems are 

communication patterns and computational per communication ratios. 

The important factors affecting the performance in message-passing paradigm on a 

distributed memory computer systems are communication patterns and computational/ 

communication ratios. The communication time will depend on many factors including 

network structure and network contention (Wolfgang, 1988).   Parallel execution time,  

tpara  is composed of two parts, computation time (tcomp) and communication time (tcomm).  

tcomp is the time to compute the arithmetic operations such as multiplication and addition 

operations of sequential algorithms. Analysis of the tcomp  assumes that all the processors 

are the same and the operating at the same speed. tcomm will depend upon the size of 

message. If the number of iterations b, and size of the message for communication m, the 

formula for communication time is as follows,  

tcomm =b( tstart + m tdata + tidle  ) 

where tstart is the startup time (message latency). tdata  is time to send a message with no 

data. The term tdata  is the transmission time to send one data word. tidle is the time for 

message latency; time to wait for all the processors to complete the process as shown in 

the figure below. It is also a means of quantifying the degree of load imbalance in the 

parallel algorithm. In order to estimate the coefficients tstart  and tdata , a number of 

experiments were conducted for different message sizes.  
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                           Figure 4.1 : Idle time in communication process 

 

4.2 IADE Methods 

 

The results obtained for the various parallel strategies of IADEI in table below. The worst 

performances are shown by IADEI-MF and IADEI-VECTOR. The sequential IADEI is 

better in accuracy and convergence than all the parallel strategies of IADEI. In 

comparison with the parallel strategies of IADEI, these results also show that the time 

execution for IADEI-SUB was about 2 times shorter than other parallel strategies. 

Furthermore, IADEI-SUB is the best in terms of convergence and accuracy. 

 

The results present the numerical properties of the parallel solver on the homogeneous 

architecture of 20 PC systems with Linux operating, Intel Pentium IV processors, 

speedup 20GB HDD and connected with internal network Intel 10/100 NIC.  The 

following definitions are used to measure the parallel strategies are speedup, efficiency,  

effectiveness and temporal performance. Parallel Gauss Seidel Red Black is chosen as the 

control scheme.   The graph of the execution time, speedup, efficiency, effectiveness and 

the temporal performance versus number of the processors were plotted in Figures below. 

The algorithm of parallel strategies with the highest performance executed in the least 

time and  is therefore the best algorithm. As expected, the execution time decreases with 
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the increasing p. IADEI-SUB strategy is found to give  the best performance because of 

the minimum memory access and data sharing. 

 

At p=20 processors, all the parallel strategies of IADEI yield approximately equal 

performance in speedup. The efficiency of IADEI-MF and IADEI-VECTOR strategies 

are decreased drastically. This is the result of the additional overhead imposed by having 

communications routed though the PVM daemon with high number of iterations. 

The results have shown that the effectiveness of IADEI-SUB is superior to the IADEI-

SOR,  IADEI-RB and IADEI-MULTI for all numbers of processors. Usually, the 

temporal performance is used to compare the performance of different parallel 

algorithms.  The temporal performance of the parallel strategies as in the following order,  

 

1. IADEI-LU 

2. IADEI-SOR  

3. IADEI-RB  

4. IADEI-MULTI 

5. IADEI-VECTOR 

6. IADEI-MF 
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 Figure 4.2 : The execution time vs. number of processors 
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Figure 4.3 : The speedup vs. number of processors 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 : The efficiency vs. number of processors 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 26

 

 

 

 

 

 

 

 

 
Figure 4.5 : The effectiveness vs. number of processors  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.6 : Temporal performance vs. number of processors 
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4.3 AGE Methods 

 

The numerical results for sequential BRIAN and DOUGLAS methods are displayed in 

Table below.  This table provides the absolute errors of the numerical solutions using 

(600x600) and (1000x1000) sizes of matrices. The higher an accuracy of the BRIAN 

scheme when compare with the DOUGLAS and GSRB methods are evident from these 

errors. It is reflected from the lower magnitude of the root mean square error (rmse). 

The rate of convergence of BRIAN is better than DOUGLAS and GS- RB methods. the 

computational complexity and communication cost for parallel BRIAN is lower than 

DOUGLAS and GSRB methods. Performance measurements for the execution time, 

speedup, efficiency, effectiveness and the temporal performance versus number of the 

processors was plotted. The parallel execution time and computation time are decreasing 

with the increasing p. Compared to BRIAN, DOUGLAS and GS- RB methods, sending a 

larger value of messages and the frequency of communications are reflected the 

communication time. The communication time of BRIAN method is lower than 
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DOUGLAS and GSRB methods. The increasing of idle time is due to several factors 

such as network load, delay and load imbalance. 

 

The reductions in execution time often becomes smaller when a large number of 

processors is used.  A nice speedup can be obtained for all applications with 20 

processors. The efficiency of the DOUGLAS method decreases Faster than BRIAN 

method. The BRIAN method is good in terms of effectiveness and the temporal 

performance where data decomposition is run asynchronously and concurrently at every 

time step with the limited communication cost.  As the result, the BRIAN method allows 

inconsistencies due to load balancing when the extra computation cost is needed for 

boundary condition. 

 

 

 

 

Figure 4.7 : The speedup vs. number of processors 
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Figure 4.8 : The efficiency vs. number of processors 

 

 

 

 

  

Figure 4.9 : The effectiveness vs. number of processors  
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Table 3 : Performance measurements of the sequential BRIAN and DOUGLAS 
methods 

 

 

 

 

 

Table 4 : Computational complexity for parallel BRIAN and DOUGLAS methods 
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Table 5: Communication cost for parallel BRIAN and DOUGLAS methods 
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Table 6 : Execution, communication and idle times (μ sec) for parallel BRIAN and 
DOUGLAS methods 

 
 

 

Table 7 : Computational / communication ratio for the parallel BRIAN and 
DOUGLAS methods 
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Table 8 : Performance measurements vs. number of processors for the parallel BRIAN 
and DOUGLAS methods 
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Chapter 5     

 

Concluding Remarks and Suggestions 

 

 

5.1 IADE Methods 

 

A new approach for study of the IADE method using linear interpolation concept. A 

method of this kind, namely IADEI was discussed in solving one dimensional parabolic 

partial equations. A comparison with the parallel strategies of IADEI scheme shows that 

the IADEI-SUB has extended range of efficiency, speedup and effectiveness. 

Furthermore, the superiority of the IADEI-SUB is also indicated by the highest value of 

the temporal performance, accuracy and convergence in solving large-scale linear 

algebraic equations on a distributed memory multiprocessors platform, which is superior 

for all numbers of processors. As the conclusions: 

 

1. Some parallel strategies code for PDE problems has been successfully developed and 

validated.  

2. The method of parallelization by both the method of IADE and IADEI parallelization 

using domain decomposition technique were successfully implemented into SIMD codes.  

3. The convergence rates are found to be independent of number of partitions and 

iterations. 

4. The sequential of IADEI method has lower speedups and poorer scalability than the 

parallel IADEI-SUB method, due to rapid rise in the time spent on communication as a 

result of denser coarse grids used. 

 

5.2 AGE Methods 

 

 The computational complexity of the algorithms, which clearly shows that the BRIAN 

method has less memory accesses than DOUGLAS method with the limited 
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communication time. The result on a cluster of workstations shows that BRIAN method 

is a more efficient algorithm than DOUGLAS. BRIAN method is shown to be more 

accurate than the corresponding DOUGLAS scheme. Parallel BRIAN method is 

inherently explicit, the domain decomposition strategy is efficiently utilized, 

straightforward to implement on a cluster of workstations. 

 

 Therefore, we reach the conclusion that communication and computing times are 

affected the speedup ratio, efficiency and effectiveness of the parallel algorithms. 

Sending a larger value of messages and the frequency of communications are reflected in 

the communication time.   
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