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ABSTRACT 

 

 

 

 

 Document clustering has been investigated for use in a number of different 

areas of information retrieval.  In this project, the use of Fuzzy clustering techniques 

for suggestion of supervisors and examiners of thesis in School of Postgraduate 

Studies at Faculty of Computer Science and Information Technology are studied.  

The aim of this project is to assist the administration in assigning supervisors and 

examiners to each post graduate student for their project.  Preprocessing tasks for 

document clustering that are applied in this project are commonly used in the 

Information Retrieval field, which are stemming, stopword removal, and indexing.  

Document is represented using the Vector Space Model.  The index terms are then 

clustered using Fuzzy clustering algorithms based on similarity.  The selected 

algorithms for Fuzzy are Fuzzy C-means and Gustafson Kessel.  The clustering 

results are evaluated in terms of classification accuracy to predict the thesis 

supervisor(s) or examiner(s).  Experiments show that Fuzzy C-means gives better 

result compared to Gustafson Kessel.  However, the performances of both techniques 

are not at the top level.  Hence, these techniques are not suitable for use in suggestion 

of supervisors and examiners.  Nevertheless, to get a better performance, a larger 

dataset, thorough experiments and detailed evaluation has to be carried out and this 

will take longer time.   
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ABSTRAK 

 

 

 

 

 Kaedah pengelompokan dokumen telah digunakan secara efektif dan meluas 

di dalam bidang Capaian Maklumat.  Tesis ini membandingkan teknik-teknik yang 

terdapat dalam pengelompokan dokumen yang mana fokus utama adalah terhadap 

teknik pengelompokan bagi algoritma Fuzzy.  Teknik pembandingan ini akan 

digunakan untuk memilih penyelia dan penilai bagi tesis di Sekolah Pengajian 

Siswazah, Fakulti Sains Komputer dan Sistem Maklumat.  Sistem yang dibangunkan 

diharap dapat membantu pihak pengurusan dalam menentukan penyelia dan penilai 

bagi tajuk cadangan pelajar.  Pra pemprosesan yang digunakan untuk teknik 

pengelompokan adalah yang biasa digunakan dalam bidang Capaian Maklumat 

seperti kaedah mewakilkan perkataan dengan kata dasarnya, pembuangan senarai 

stopword dan pengindeksan.  Model ruangan vektor akan digunakan untuk 

mewakilkan dokumen.  Terma-terma indeks akan dikelompokkan menggunakan 

teknik algoritma Fuzzy berdasarkan keserupaan antara dokumen-dokumen yang 

terlibat.  Teknik algoritma Fuzzy yang akan digunakan ialah Fuzzy C-means dan 

Gustafson Kessel.  Eksperimen yang telah dijalankan menunjukkan bahawa 

pencapaian algoritma Fuzzy C-means adalah lebih baik jika dibandingkan dengan 

algoritma Gustafson Kessel.  Namun demikian, pencapaian kedua-dua teknik ini 

tidak berada pada kedudukan yang memuaskan.  Maka, teknik-teknik ini tidak sesuai 

untuk mencadangkan pemilihan penyelia dan penilai.  Namun demikian, keputusan 

pencapaian yang baik boleh dihasilkan sekiranya menggunakan set data yang lebih 

besar, menjalankan eksperimen yang menyeluruh dan melakukan penilaian yang 

terperinci terhadap keputusan teknik pengelompokan dan ini akan mengambil masa 

yang agak lama. 
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CHAPTER 1 

 

 

 

 

INTRODUCTION 

 

 

 

 

Document clustering was introduced to IR on the grounds of its potential to 

improve the efficiency and effectiveness of the IR process.  Jardine and Van 

Rijsbergen (1971) provided some experimental evidence to suggest that the retrieval 

efficiency and effectiveness of an IR application can benefit from the use of 

document clustering.  Therefore, document clustering arises as a problem in 

information retrieval which can be defined as grouping documents into clusters 

according to their topics or main contents in an unsupervised manner.  Document 

clustering has always been used as a means to improve the performance of retrieval 

and navigating large data.  

 

 

Various methods have been developed and applied successfully as a solution 

in document clustering (Frakes, 1992).  A large variety of algorithms have been 

suggested which can be categorized as hierarchical clustering algorithms, partitional 

clustering algorithms, spectral clustering algorithms and matrix factorization 

algorithm (Zheng et al., 2004).  These algorithms help in effectively identifying 

document clusters with different topics.  
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1.1 Background of Problem 

 

 

Document clustering has been investigated for use in a number of different 

areas of text mining and information retrieval.  Initially, document clustering was 

investigated for improving the precision and recall in information retrieval systems 

(van Rijsbergen, 1989; Kowalsky, 1997) and as efficient way of finding the nearest 

neighbors of a document (Buckley and Lewit, 1985).  More recently, clustering has 

been proposed for use in browsing a collection of documents (Cutting et al., 1992) or 

in organizing the results returned by a search engine in response to a user’s query 

(Zamir et al., 1997).  Document clustering has also been used to automatically 

generate hierarchical clusters of documents (Koller and Sahami, 1997).  A somewhat 

different approach (Charu et al., 1999) finds the natural clusters in document 

taxonomy, and then uses these clusters to produce an effective document classifier 

for new documents. 

 

 

Clustering methods can be broadly divided into two types: hierarchic 

methods and non hierarchic or partitioning methods.  The hierarchic methods use an 

N×N similarity matrix, containing the pairwise similarities in a dataset of size N 

objects, to create a nested set of clusters.  The non hierarchic methods divide a 

dataset into a single level partition, with or without overlap between the clusters.  

The same method can then be applied to the resulting partition to produce a hierarchy 

of partitions.  Both types of methods have been used for document collections.  The 

extensive clustering experiments carried out in the SMART Project (Salton, 1971) 

used a variety of non hierarchic methods.  More recent work has used the hierarchic 

methods.  

 

 

Agglomerative hierarchical clustering and K-means are two clustering 

techniques that are commonly used for document clustering.  Agglomerative 

hierarchical clustering is often portrayed as “better” than K-means, although slower, 

while K-means is used because of its efficiency (Steinbach et al., 2000).  These have 

been shown to be substantially more effective for retrieval than the non hierarchic 
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methods.  However, they are substantially less efficient in operation since the non 

hierarchic methods do not involve the calculation and processing of the inter 

document similarity matrix (which has a time requirement of at least order O(N2) for 

a collection of N documents).  

 

 

In recent times, researches try to improve the efficiency and effectiveness of 

retrieval by applying techniques belonging to Artificial Intelligence such as fuzzy 

clustering.  Topics that characterize a given knowledge domain are somehow 

associated with each other.  Those topics may also be related to topics of other 

domains.  Hence, documents may contain information that is relevant to different 

domains to some degree.  With Fuzzy clustering methods, documents are attributed 

to several clusters simultaneously and thus, useful relationships between domains 

may be uncovered, which would otherwise be neglected by hard clustering methods.  

Fuzzy is used in IR to support the need to develop intelligent information retrieval 

systems in this information age, when the users are faced with the increasingly 

difficult task of searching through huge amounts of data for useful information (Kraft 

et al., 2000).  Fuzzy is applied for document classification to find natural clusters in 

documents.  From the Fuzzy clusters, fuzzy logic rules are constructed in an attempt 

to capture semantic connections between index terms. 

 

 

The other application of document operations that has been commonly 

applied in IR is ranking algorithms which were investigated since 25 years ago.  This 

type of retrieval system takes as input a natural language query without Boolean 

syntax and produces a list of records that “answer” the query, with the records ranked 

in order of likely relevance.  Ranking retrieval systems are particularly appropriate 

for end users. This type of retrieval systems has also been closely associated with 

clustering.  Early efforts to improve the efficiency of ranking systems for use in large 

data sets proposed the use of clustering techniques to avoid dealing with ranking the 

entire collection (Salton, 1971).  It was also suggested that clustering could improve 

the performance retrieval by pre grouping like documents (Jardin and van 

Rijsbergen, 1971).  
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From all the studies that have been done by researches in the past, 

hierarchical clustering techniques has been favored in the area of document 

clustering because of its efficiency and non hierarchical techniques is commonly 

used for its shorter computation time.  Recently, fuzzy clustering has been applied in 

solving problems of IR.  In this project, a comparison of fuzzy algorithms; Fuzzy C-

means and Gustafson Kessel will be performed to discover which of these techniques 

can prove the effectiveness in producing good cluster in the domain problem.  It is 

essential to compare between the algorithms in different domain problem rather than 

employing only one method to discover the best result.  The study of comparing the 

various techniques in document clustering will definitely give a benefit towards the 

research in this area. 

 

 

 In Universiti Teknologi Malaysia, each student who performs project 

is assigned to one or more supervisors to be supervised throughout the semester.  

Students are assigned to supervisors after proposing a topic for their project.  By the 

end of the semester, students are again assigned to one or more examiners for project 

presentation.  Supervisors and examiners play an important role for a student to 

accomplish his or her project and obtain good result.  Thus, the most appropriate 

supervisors and examiners must be rightly assigned to each student in order to assist 

them for completing the project. 

 

 

 In FSKSM alone, the current approach of assigning supervisors and 

examiners for each postgraduate student is carried out manually.  Every semester, the 

task of assigning supervisors and examiners is first determined during a meeting with 

lecturers of the faculty and with the help of few of administration staffs.  The 

problem occurs when sometimes there is confusion to determine the right supervisors 

and examiners for the right students.  There are also some students who take a 

combination of research areas for their project.  For example, a student may propose 

a topic regarding database field and has some approaches in computer graphics.  

Student might want co-supervisors in assisting him or her in the research of the 
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combined area.  It might take a long period to generate a list of suitable supervisors 

and examiners according to their expertise and experiences. 

 

 

 Since the current system of allocating supervisor and examiner is managed by 

human, which means human intervention may sometimes prove to have inaccurate 

result for creating the list of supervisors and examiners.  It may affect the quality of 

students’ administration and also the time spent to choose the right supervisors and 

examiners.  The problem arises when students do not get supervision from the right 

supervisor and this may affect the thesis performance and can cause problems during 

project execution.  

 

 

 Therefore in this thesis, clustering is mainly used to group the projects into 

separate cluster based on their similarity.  Document clustering techniques are used 

to suggest the most appropriate supervisors and examiners for the proposed project.  

Fuzzy clustering algorithms will be used for document clustering analysis and they 

are to be compared to find out which is the best techniques to produce good result in 

suggestion of supervisor and examiner of thesis title.  In addition, the implementation 

of mathematical algorithms makes the system more concrete for imprecise situation. 
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1.2 Statement of Problem 

 

 

 Can Fuzzy C-means be used for determining supervisor(s) and 

examiner(s) of thesis effectively? 
 Can Gustafson Kessel algorithm based document clustering give better 

result than Fuzzy C-means algorithm and vice versa for determining 

supervisor(s) and examiner(s) of thesis effectively? 
 

 

 

 

1.3 Objectives of the Thesis 

 

 

The objectives of the thesis have been identified and outlined as below: 

 

 To apply clustering techniques which are Fuzzy C-means and Gustafson 

Kessel for suggestion of supervisor(s) and examiner(s) of thesis title. 

 To make a comparison between Fuzzy C-means and Gustafson Kessel 

clustering in terms of effectiveness for predicting supervisor(s) and 

examiner(s) of thesis title. 
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1.4 Scope 

 

 

Below defines the scope of the study, which involves several areas: 

 

 Titles and abstracts of 210 theses of master project in FSKSM will be 

stored and used for IR processes. 

 Porter stemming and stopword removal will be executed to get only 

relevant words. 

 Applying Fuzzy C-means and Gustafson Kessel algorithm for 

comparison and evaluation analysis. 

 

 

 

 

1.5 Project Plan 

 

 

This project is carried out in two semesters.  The first part of the project 

focuses on understanding the general view of document clustering problem in IR 

field and the past approaches that have been applied by other researches as well as 

methodology to be used in this project.  Most of the time in the first semester is used 

to explore and gather relevant information from the text books and published 

journals.  The total understanding in document clustering and artificial intelligence 

methods is important in order to know the different methods that can be used in 

solving clustering problems.  At the end of first semester, a better understanding of 

Fuzzy algorithms clustering techniques is achieved before executing them.  The 

report for the first semester includes Introduction, Literature View, Methodology and 

Initial Findings. 
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The second part of the project involves implementing Fuzzy C-means and 

Gustafson Kessel for suggestion of supervisor(s) and examiner(s) for each post 

graduate student in FSKSM based on their proposed thesis title.  The implementation 

begins with preprocessing includes stemming, stopword removal, and Vector Space 

Model.  Next, Fuzzy algorithms are applied to group the index terms into separate 

cluster based on their similarity that relate to the research field for deciding the most 

suitable supervisor and examiner.  The evaluation towards Fuzzy prediction is 

performed to see the accuracy of selected supervisor or examiner.  Comparison is 

carried out based on clustering analysis of Fuzzy C-means and Gustafson Kessel 

clustering.  The second part of the report includes Experimental Design, 

Experimental Result and Conclusion.  Appendix A shows the Gantt chart of the 

project as guidance throughout the project. 

 

 

 

 

1.6 Thesis Contribution 

 

 

This project gives better insights in the use of document clustering for 

determination of supervisor(s) and examiner(s) of thesis title.  The study also can 

suggest which Fuzzy clustering algorithm to use to achieve effectiveness; Fuzzy C-

means or Gustafson Kessel.  
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1.7 Outline of Thesis 

 

 

The contents of the thesis are arranged by chapter.  The contents of each 

chapter are as follows: 

 

 Chapter 1 gives a general introduction of this thesis, which includes the 

background problem, problem of statement, objectives, goal, scope, 

project plan as well as project expected contribution. 

 Chapter 2 presents a review of relevant and related literature on 

automated IR systems.  It also gives an introduction on overview of 

document clustering approaches in IR field such as hierarchical and non 

hierarchical clustering as well as artificial intelligence approaches such 

as fuzzy clustering.  This chapter also presents how these approaches 

being applied in automated IR systems.  Besides that, preprocessing 

approaches applied in IR domain are also elaborated. 

 Chapter 3 discusses about the experimental design which describes 

deeply about the methodology framework. 

 Chapter 4 presents the result from the clustering and also the accuracy 

of the prediction of supervisor or examiner. 

 Chapter 5 presents the conclusion as well as suggestion for further 

research.  There is also a discussion regarding the results that reflects 

the performance of the clustering techniques. 
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