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ABSTRACT 

 

 

Automatic Speech Recognition products are already available in the market since 

many years ago.  Intensive research and development still continue for further 

improvement of speech technology.  Among typical methods that have been applied to 

speech technology are Hidden Markov Model (HMM), Dynamic Time Warping (DTW), 

and Neural Network (NN).  However previous research relied heavily on the HMM 

without paying much attention to Neural Network (NN).  In this research, NN with 

back-propagation algorithm is used to perform the recognition, with inputs derived from 

Linear Predictive Coefficient (LPC) and pitch feature.  It is known that back-propagation 

NN is capable of handling large learning problems and is a very promising method due 

to its ability to train data and classify them.  NN has not been fully employed as a 

successful speech recognition engine since it requires a normalized input length.  The 

nonlinear time normalization based on DTW is identified as the suitable tool to 

overcome time variation problem by expanding or compressing the speech to a desired 

number of data.  The proposed DTW frame fixing (DTW-FF) algorithm is an extended 

DTW algorithm to reduce the number of inputs into the NN.  This method had reduced 

the amount of computation and network complexity by reducing the number of inputs by 

90%. Therefore a faster recognition is achieved.  Recognition using DTW showed the 

same results when LPC or DTW-FF feature were used.  This indicates no loss of 

information occurred during data manipulation.  Pitch estimate is another feature 

introduced to the NN that has helped to increase recognition accuracy.  An average of 

10.32% improvement is recorded when pitch is added to DTW-FF feature as input to 

back-propagation NN using Malay digits samples.  The back-propagation algorithm was 

then designed with both the Quasi Newton and Conjugate Gradient methods.  This is to 

compare which method is able to achieve optimal global minimum.  Results showed that 

Conjugate Gradient performed better. 
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ABSTRAK 

 

 Produk sistem pengecaman pertuturan otomatik sudah banyak terdapat di pasaran 

sejak beberapa tahun yang lalu.  Penyelidikan dan pembangunan intensif masih 

dilakukan untuk menambahbaik teknologi pertuturan.  Antara kaedah pengecaman yang 

digunakan dalam teknologi pertuturan adalah Model Markov Tersembunyi (HMM), 

Bengkukan Masa Dinamik (DTW) dan Rangkaian Neural (NN).  Namun kaedah HMM 

lebih mendapat perhatian dan sebaliknya bagi teknik rangkaian neural.  Dalam 

penyelidikan ini kaedah rangkaian neural dengan algorithma perambatan-balik 

digunakan untuk pengecaman, di mana masukan terdiri daripada ciri pekali ramalan 

lelurus (LPC) dan pic.  Algorithma perambatan-balik telah diketahui beupaya 

mengendalikan masalah pembelajaran yang besar dan rumit, namun ia berkebolehan 

melatih dan mengkelaskan data.  NN belum berjaya sepenuhnya apabila digunakan 

sebagai enjin pengecaman kerana ia memerlukan masukan data yang sama kepanjangan.  

Pernormalan masa tidak linar berlandaskan DTW dikenalpasti sebagai kaedah yang 

sesuai digunakan untuk mengatasi masaalah perbezaan tempoh.  DTW berupaya 

memanjang atau memendekkan tempoh sesuatu sebutan perkataan kepada bilangan 

bingkai masa data yang dikehendaki.  Kaedah Penyesuaian Bingkai DTW (DTW-FF) 

yang telah dicadangkan berupaya mengurangkan bilangan masukan ke rangkaian neural.  

Kaedah ini dapat mengurangkan pengiraan dan kekompleksan rangkaian dengan 

pengurangan bilangan masukan sebanyak 90%.  Oleh itu, pengecaman adalah lebih 

pantas.  Pengecaman menggunakan DTW dengan masukan LPC dan pekali DTW-FF 

masing-masing memberikan keputusan yang sama.  Ini menunjukkan tiada informasi 

hilang ketika manipulasi data.  Anggaran pic adalah satu lagi ciri diperkenalkan ke 

dalam NN yang telah membantu menaikkan tahap ketepatan pengecaman.  Purata 

10.32% kenaikan direkodkan apabila pic digandingkan dengan ciri DTW-FF sebagai 

masukan ke rangkaian neural berdasarkan sampel digit Melayu.  Algorithma 

perambatan-balik direkabentuk menggunakan kedua-dua kaedah Quasi Newton dan 

Conjugate Gradient.  Ia bertujuan untuk membandingkan teknik mana yang berupaya 

mencapai titik global optima yang minimum.  Keputusan menunjukkan kaedah 

Conjugate Gradient adalah lebih baik. 
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CHAPTER 1 

 

 

 

INTRODUCTION 

 

 

 

1.1 Introduction 

 

 Speech recognition describes a group of special technologies that allow callers 

to speak words, phrases, or utterances that are used to control some particular 

applications.  In the case of voice processing, speech recognition is used to replace 

touch-tone input, make for more intuitive menu structures, and add a level of 

simplicity and security to some systems.  Speech recognition, on the other hand, is a 

technology that uses the spoken word as input that has an effect on the logic flow 

and execution of the program in query.  

 

 Speech recognition has witnessed so many approaches in dealing with the 

matter.  Many Automatic Speech Recognition (ASR) systems have been developed.  

Among them are DRAGON, SONIC and SPHINX.  Most of the systems are based 

on the state-of-the-art Hidden Markov Model (HMM) method or combination of 

HMM and Artificial Neural Network (ANN).  HMM is a dominant technology used 

in ASR in which it works based on likelihood estimation of each phoneme.  Early 

studies have used small vocabulary isolated words and since then the studies have 

been extended to continuous speech and large vocabulary system.  Many systems 

have been using hybrid methods like HMM/ANN, ANN/ HMM, Dynamic Time 

Warping (DTW) and Multi-Layer Perceptron (MLP), and some are using Time 

Delay Neural Network (TDNN) for the same purpose. 

 



 2

 In this chapter, the problem background is introduced.  It is followed by the 

objective and stretches to the scopes of study.  The literature review continues after 

that and then followed by the brief research methodologies, contribution of the 

thesis.  The last section in this chapter is the organization of the thesis.   

 

 

 

1.2 Problem Statement 

 

 Today, speech recognition can be considered as a mature technology, where 

current research and technologies have complex combinations of methods and 

techniques to work well with each other towards the refinement of the recognition.  If 

for instance a neural network wanted to be used as the recognizer, one would intend 

to have a method that can reduce the network complexity with less storage 

requirement which in return it will give faster recognition, therefore that method has 

to be formulated.  In that respect, a formula using combination of methods available 

need to be constructed, or create a new form of feature that can represent the speech 

information without losing much of their important information.  The intended 

method must provide a recognition performance at least not less than the best 

existing method.  For this purpose, time normalization (also known as time 

alignment) method using a non-linear time alignment namely DTW is investigated 

and feature vectors manipulations are performed to suit the back-end proposed 

recognition engine, which is back-propagation neural network algorithm.   

 

 The issue that wanted to be addressed in this study is the time normalization 

problem, in which it is a critical problem that has to be tackled if speech recognition 

wanted to be performed.  DTW was selected and used as the time normalization 

technique to obtain uniform speech lengths due to its least complexity and fast 

computation.  A new method, which is based on the DTW called as DTW Frame 

Fixing (DTW-FF) algorithm was proposed to extract another form of feature but yet 

it is still being able to keep the original information contains in the speech signals.   

 

 As pitch is a good speech feature when coupled with other feature, it will be 

used in combination with the new feature extracted from the DTW-FF algorithm into 
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the neural network speech pattern recognition.  Their recognition performance is 

investigated and compared to previous works done which used pitch and other 

feature combination. 

 

 An optimization to the network is also performed to avoid the global minimum 

from being trapped in a local minimum valley when using the back-propagation 

algorithm with the steepest gradient descent search method. In this study, the 

network is designed to handle the parallel processing of multiple samples/words. 

Therefore it caused the network to compute a large amount of connection weights as 

well as the error updates at a time.  As a consequence a longer time is taken for the 

network to converge to its global minima.  Since the Conjugate Gradient method has 

been proven of being able to accelerate the network convergence, it is applied into 

the back-propagation mechanism to replace the steepest gradient descent algorithm.  

The Quasi-Newton method is also tested as a comparison with regard to their 

convergence performances.  

 

 

 

1.3 Objective of Study 

 

 The main objective of this research is to find an alternative method to reduce 

the amount of computation and complexity in a neural network.  In this case it is for 

speech recognition so that the rate of convergence can be increased.  One of the ways 

to achieve this objective is by reducing the number of inputs into the network.  This 

is done through dynamic warping process in which local distance scores of the 

warping path are utilized as the network’s input instead of the global distance scores.   

 

 In this study, the extracted pitch feature firstly is optimized using pitch-scaled 

harmonic filter (PSHF) algorithm to reduce glitches during the voice activity before 

it is used as input into the Neural Network (NN). 

 

 Then, at the last stage, optimization is performed to the back-propagation 

algorithm of the neural network using Quasi-Newton and Conjugate Gradient 

methods to search for the fastest convergence rate between these two techniques.  
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The current method of back- propagation is based on the steepest gradient descent 

method as its searching direction, in which this method is exposed to a bad local 

minima settlement.  Another aspect leading to the optimization was that a large 

number of inputs is presented into the NN.   

 

 

 

1.4 Scope of Study 

 

In order to achieve all of the objectives set above, several scopes have been 

outlined. The scopes of the study are: 

 

i. The study utilized only samples of Malay digits 0-9 which were uttered by 11 

speakers (6 males and 5 females), uttered 5 times in each session for 5 different 

sessions. 

ii. The feature extraction technique selected was the linear predictive method. 

iii. The time normalization method was based on dynamic time warping principles.  

iv. The pattern recognition engine was using the back-propagation neural network. 

Preliminary experiments were conducted to find the NN parameters used in the 

study using the speech samples collected to fit the network requirements.  

v. The pitch feature was also investigated along with the DTW-FF coefficients to 

determine if using pitch could improved the recognition performance, 

especially to the subjects that showed low recognition percentage.  

vi. An optimization to the back-propagation error search was used to investigate 

the best method that can avoid the bad local minima (error is at its optimal 

global minimum). 
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1.5 Literature Review 

 

 Speech recognition has gained a wide attention from researchers in the field.  

This has been going on since the past half decade and still going on to search either 

for a better solution to existing equipments or methods, or to find alternative ways of 

dealing with particular problem that are still looking for solutions [Lippmann, 1989; 

Salleh, 1997; Nong et al., 2002; Markov and Nakamura, 2003].  It includes the pitch 

contribution to speech recognition or methods used for dealing with time variations 

in uttered speech.  Many methods of speech recognition present, among the popular 

ones are Dynamic Time Warping (DTW), Neural Network (NN) [Liu et al., 1992; 

Kuah et al., 1994; Lee et al., 1998] and Hidden Markov Model (HMM).  However, 

these methods have their own strengths and weaknesses.  DTW is considered as one 

of the popular methods due to its low cost matching technique and is good especially 

for isolated words recognition, so does NN [Demichelis et al., 1989; Matsuura et al., 

1994; Tabatabaee et al., 1994; Seddik et al., 2004].  HMM requires a lot of 

computations and storage, but it is good either for continuous or large vocabulary 

speech recognition [Lee, 1990; Juang and Rabiner, 1991; Zhao, 1993; Woodland et 

al., 1994]. 

 

 Speech recognition has been the center of attention for many researchers in 

the fields more than a century ago.  Until today speech recognition is still gaining 

interests from researchers as it is one of the complex problems to solve either in the 

feature extraction or in pattern recognition.  Front end processing of speech data or 

frequently called as feature extraction, typically utilizes linear predictive coefficient 

method (LPC), mel-frequency (MFCC), or spectral method such as the fundamental 

frequency, formants, or power spectral density.  A series of vectors characterizing the 

time varying spectral feature of speech signal is the result of feature extraction. 

Methods of recognition have been mainly using Hidden Markov Model (HMM), 

Dynamic Time Warping (DTW), and Neural Network (NN).  HMM is a method 

which consider the probability of sample occurrence in different states and requires 

initial assumption to predict the next state’s probability.  DTW is a method in which 

the recognition is done based on the time warping path between sample and reference 

signals.   
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 There are a number of approaches in solving the problem of automatic speech 

recognition from the past until present: 

• Sakoe and Chiba (1978) are the first to introduce dynamic programming into 

DTW.  This technique is guaranteed to find the least distance path between two 

signals, while it also minimizes the amount of computation. 

• Abdulla et al. (2003) has used MFCC to prepare reference template for DTW 

based speech recognition particularly for small vocabulary.   

• Lippmann (1989) and Salleh (1997) reviewed and summarized the works done 

by previous researchers who were using neural networks and HMM in speech 

recognition.  The best speech recognizers mostly perform well in an artificial 

constrained task.  HMM is considered as the current best method. However it 

has the limitation where its modeling in low-level and high-level is poor.  In 

this respect, neural network is seen as having the potential of overcoming these 

problems.   

• Botros et al. (1992) used DTW and MLP with sequence of dynamic 

networks, they did not perform time alignment using DTW, but they only 

used DTW to find the global distance score and used that score as the input 

into their MLP.   

• Jang and Un (1996) used HMM combined with NN.   

• Chen et al. (1996) used DTW just to time-aligned the input pattern and use 

MLP as the recognizer utilizing the total distance score.  They also used other 

combinations like MLP/HMM and HMM/MLP.  

• Other works involved DTW and NN also include Prasanna et al. (2004), he 

and his colleagues used DTW as feature extractor for spectral and 

suprasegmental features.  They used the warping path total distance scores 

(while mentioning that they ignored the warping path information) for both 

extracted features for their text-dependent speaker verification system.   

• A work by Soens and Verhelst (2005) used split time warping to improve 

automatic time synchronization of speech.  This is a kind of time alignment 

or normalization to two similar speeches in which their duration are varied.  It 

is the emphasis of this study to normalize or time aligned these two varied 

similar speeches.  However, Soens and Verhelst (2005) utilized warping 
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algorithm based on timing reference, in which their method made insertion 

and deletion in the reference and unknown source when either one of the 

sources showed a pause (silence), not only into the reference or unknown 

source itself but the insertion or deletion is also done onto both of the sources.  

This eventually increased the number of frames or coefficients to represent 

the speech.  On the other hand, in this study, the frame compression and 

expansion are done within the reference utterance which is based on the 

frames count of the reference template, not both sources (the reference and 

the unknown input source). 

 

 The method using DTW has also been used in Abd-Aziz (2004), in which the 

technique is called the cross match model, in which it is based on cross correlation 

between two speech tokens.  The aim is to find the similarity of two speech tokens by 

which they are correlated by their correlation factor.  The features used are the LPC 

and MFCC for vector quantization (VQ).  Ariff et al. (2005) used discrete HMM as 

classifiers for speaker recognition using isolated Malay digits database, their result 

also had shown a good recognition using the LPC feature with a majority of above 

90%.   

 

 Neural networks can be efficient in dealing with speaker recognition because 

they have powerful discrimination abilities, but neural network cannot deal fully with 

the problem of time variability of speech [Salleh, 1997].  This problem can be 

handled using DTW and HMM method efficiently.  In this study, this problem is 

tackled using the DTW method before the data can be presented to the neural 

networks for recognition.  Neural networks back propagation is chosen as the 

recognition engine due to its ability to discriminate the classes of data efficiently as 

compared to other method like HMM.  Previous studies had shown the hybrid 

methods of HMM and NN, DTW1 and HMM, as well as DTW2 and NN as reported 

by Lippmann (1989).   

 

 After looking at different methods or hybrid methods used in the speech 

recognition subsets, other avenue of speech recognition can be investigated.  An 

                                                 
1&2 The DTW method was utilizing the global distance score as the input coefficient. 
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example is the hybrid method introduced in this study, it consists of the DTW 

method (this time the study utilized the local distance score) and multilayer neural 

networks.  Multilayer network is chosen because its design suitable for pattern 

association, i.e, mapping input vectors to output vectors. Recurrent networks are 

useful for pattern sequencing, i.e, following sequences of network activation over 

time, while modular networks are useful for building complex systems from simpler 

components. 

 

 Time normalization is a typical method to interpolate input signal into a fixed 

size of input vector.  The linear time normalization is the simplest method to 

overcome time variation, but it is a poor method since it does not take into account 

some important feature vectors when deleting or duplicating them to shorten or 

lengthen the pattern vectors, if required [Creaney-Stockton, 1996].  Nonetheless, 

since then it has been the fundamental method for compression and expansion for 

speech pattern vector.   

 

 The non-linear methods are more complex than the linear ones but they take 

into account the importance of the feature vectors when they are manipulated to 

change the length of the speech pattern.  The non-linear methods are time warping 

and trace segmentation; they are more suitable to carry out the intentions of fixing 

the input vector to a specified size.  Indirectly, the pre-processing also applies trace 

segmentation method, in which the idea of trace segmentation is to reduce the 

number of stored feature vectors for the stationary portion during the speech [Cabral 

Jr. and Tattersall, 1995].  In other words trace segmentation method is also a subset 

of dynamic warping method.  Unfortunately, trace segmentation is not fully used as 

the normalization technique because it does not provide good performance even 

compared to DTW.  The technique shared a common compression technique, but not 

the expansion when compared to DTW.  Furthermore, the distance segmentation is 

inappropriate as well as the spatial sampling rate along the trace [Cabral Jr. and 

Tattersall, 1995], plus it can only perform frame reduction during the stationary 

speech portion.  The idea in this thesis is to reduce the number of stored feature 

vectors from combination methods of trace segmentation method and the DTW 

technique. 
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 Even though research in DTW has been used since more than a decade ago, it is 

still being explored in different angles of interest.  However, only non-linear time 

normalization technique can perform both frame expansion and reduction, and still 

can preserve the important features during the process [Salleh, 1993; 1997].  In that 

sense, DTW time normalization is selected and used to obtain uniform speech 

lengths and use them in the pattern recognition stage later.  From the literature 

reviews, past and most current research are using the global distance scores as a 

measure [Chen et al., 1996; Tsai and Lee, 1997; Abdulla et al., 2003; Prasanna et al., 

2004; Soens and Verhelst, 2005], or LPC coefficients as the input to the neural 

network one sample at a time.  In that respect, a new method called dynamic time 

warping frame fixing (DTW-FF) is proposed to extract another form of feature which 

has a smaller number of input size so that it can reduce the amount of computation 

and network complexities in the back-propagation neural network.  Therefore, DTW-

FF is a modified method that keeps the time alignment of the speech signals. 

 

 Neural network is chosen as the back-end recognition engine due to its past 

good and reliable performances in speech recognition.  As mentioned in the earlier 

paragraphs, NN is considered as one of the popular method used especially when 

dealing with isolated word speech recognition.  Since this study considers mainly on 

isolated words, NN is chosen as an engine to perform the recognition task.  The main 

task of the study which is to find an alternative way of reducing the number of inputs 

into the NN should introduce a new form of input representation into the network, 

which is simpler and smaller when compared to using the LPC feature. 

  

 Realizing the approaches that had been used in the past research, the issues to 

be tackled were based on the total distance score (also known as global distance 

score) or LPC coefficients as inputs into the neural network while possibly 

improving the recognition performance.  In this research, NN is employed as the 

recognition engine utilizing DTW scores obtained from frame matching algorithm.  

The new algorithm is based entirely on the typical DTW algorithm that utilizes 

dynamic programming which was introduced by Sakoe and Chiba (1978).  NN with 

back-propagation algorithm is chosen due to its ability to reduce the recognition 

percentage error even though the training time is longer.  However, utilizing the local 

distance scores obviously can reduce the input size into the NN and this should 



 10

increase the training speed, thus less time and faster recognition could be achieved, 

i.e, faster convergence rate. 

 

 In this particular research work, combination of DTW/NN back-propagation 

algorithm utilized DTW to normalize all input patterns with respect to the template 

pattern.  The frame matching (normalization) is performed to obtain the new feature 

representation for the recognition using the dynamic programming.  In addition to 

that, the local distance scores are used as inputs into the MLP neural network, instead 

of using the global distance score like previous works have done.  Using only the 

global distance score certainly gives less recognition percentage compared to using 

the local distance scores as proposed in this thesis.  It is because the local distance 

scores represent more detail information about the speech signal along the warping 

path than the global distance score.  Furthermore, a global distance score of different 

paths could be the same for different speech signals in which sometimes it was not 

the correct score for a particular word, thus yield to an improper recognition.  Also, 

in this study, a hybrid method is used when the DTW-FF algorithm is coupled with 

the back-propagation neural network to perform the recognition. 

 

 Suprasegmental feature or also called as the voice source characteristic, 

namely pitch is a perceptual quantity which is introduced into the neural network as 

another input feature along with the DTW-FF feature.  This is because LPC feature 

vectors itself sometimes does not give an overall high percentage of recognition, 

nevertheless pitch feature itself does not give high recognition rate indeed.  Studies 

had shown that pitch is at least coupled with another feature if it wanted to be used as 

a feature for speech recognition [Chan et al., 1994; Wong and Siu, 2002; Markov and 

Nakamura, 2003]. 

  

 Traditionally automatic speech recognition is based on some derived features 

which represent the vocal tract system characteristics, and leaving the knowledge of 

voice source characteristics, namely, as pitch.  This is because pitch is not an ideal 

source of information for automatic speech recognition [Magimai-Doss, 2003].  This 

is supported by an earlier study by Fujinaga et al. (2001) when they found that pitch 

cannot work well with the combination of MFCC using the HMM.  However, their 

recent studies supported by Stephenson et al. (2002) showed otherwise.  They found 
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that additional pitch frequency information can improve the performance of 

automatic speech recognition system which is further examined in their latest work 

presented in Stephenson et al. (2004) using the hybrid HMM/ANN.  

 

Other works involving pitch as an input feature include: 

• Singer and Sagayama (1992) used pitch for phone modeling for HMM speech 

recognition; their work showed that the use of pitch information consistently 

improves the recognition performance.  They used the 16th order cepstrum 

coefficients with triangular regression window to extract the pitch (called as the 

lag-window method) which finally take the pitch in logarithm form.   

• Chan et al. (1994) used pitch along with the first three formant frequencies, age, 

percentage English is used during typical day, and number of years English has 

been used as inputs into the neural networks for assisting ASR system in which 

different English accent might be used by the native and nonnative English 

speakers.  Their results are quite promising and recommended for improvement 

of an ASR system.  However the pitch extraction method used is not mentioned 

in their paper.   

• Wong and Siu (2002) used tone related feature (pitch) along with MFCC feature 

using HMM for Chinese speech recognition.   

• In other works related to the use of pitch in speech recognition is Markov and 

Nakamura (2003).  They used the feature along with the speaker’s gender into 

their HMM/Dynamic Bayesian Networks (BN) for isolated word recognition.   

 

An application that strictly requires pitch information into the system is the 

cochlea implant; the implant device is a custom design device which only suits a 

particular patient because each patient has different amounts of pitch and 

periodicity information (which determines the fundamental frequency, F0 of a 

speech).   
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1.6 Research Methodology  

 

 In this research, NN is employed as the recognition engine utilizing DTW 

scores obtained from frame matching algorithm, which based entirely on the typical 

DTW algorithm.  NN with back-propagation algorithm is chosen due to its ability to 

reduce recognition percentage error even though the training time is longer.  

However, utilizing the local distance scores reduce the input size to NN compared to 

LPC coefficients and this should result to a faster training time, thus faster 

recognition. 

 

Briefly, there are two features that are taken into account in this research.  The 

first one is the local distance scores feature and the second is the pitch feature.  Those 

are the input features to the back-propagation error algorithm of neural network, 

which is the focal point of this speech recognition research.   

 

The local distance score feature goes through few processes before they are 

ready for NN.  Firstly, after start and end point detection, features are extracted using 

LPC method.  Then using dynamic time warping, speech is warped to a reference 

sample; unknown speech that being warped has varying number of frames with 

respect to their reference sample.  However, NN requires the same length of data as 

their input, so prior to the recognition process, input data has to be aligned due to 

variation in the speech durations.  Some methods have to be applied to the data so 

that those data are fit for the NN and that method is called the DTW-FF method.  In 

this method, the speech signals are compared to a selected reference which is chosen 

based on its average frame value over a sample population, to align the signal 

according to their frames based on the compression and expansion technique by 

means of combination of trace segmentation and dynamic time warping.  The DTW 

path type I is used whereby either one of the three slope conditions is applied to the 

warping path each time the path is warped.  More details on the method are presented 

in Chapter 3 for the feature extraction part, further in Chapter 5 for the method’s 

implementations. 

 

The vibration of vocal cords will cause the production of speech in which the 

speech contains two types of acoustic information [O’Shaughnessy, 1987].  They are 
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the voice source information and the vocal tract system information.  The voice 

source characteristics like pitch is a perceptual quantity, actually pitch is referred to 

as the rate of vocal cord vibrations which can be estimated from the speech signal 

itself.  Pitch contains a lot of information such as information about the speaker, it 

can tell whether the sound is a voiced or unvoiced, as well as it contains prosodic 

information.  In our study, the second feature, which is pitch, is extracted using a 

method called pitch scaled harmonic filter (PSHF).  In PSHF, pitch is optimized and 

the pitch feature is retained and used as one of the input features into the NN.  These 

pitch features represent the formant frequencies of the spoken utterance.  Referring to 

the literature review section, pitch has been used as one of the feature using cepstrum 

extraction method (MFCC feature) and most work were carried out using the HMM 

or combination of hybrid model of HMM/ANN or HMM/Bayesian Networks [Chan 

et al., 1994; Fujinaga et al., 2001; Stephenson et al., 2002, 2004; Markov and 

Nakamura, 2003].  However, in this study pitch is extracted and optimized using a 

scaled harmonic filter algorithm and they are used into Back-Propagation NN along 

with another feature called the DTW-FF feature. 

 

 The last part of the study is the network performance optimization.  The 

optimization involves the usage of Quasi-Newton method and Conjugate Gradient 

algorithm in place of the steepest gradient descent algorithm in the back-propagation 

part of the neural network.  This method is able to reduce the number of iterations for 

error calculations and weight updates, thus improves the convergence rate. 

 

In summary, the implementation used the following algorithms to perform the 

research study: 

i. LPC (Linear Predictive Coding): used for feature extraction 

ii. DTW-FF  (Dynamic Time Warping Fixed Frame) Algorithm: used for frame 

fixing/ time alignment 

iii. PSHF (Pitch Scaled Harmonic Filter): used for pitch feature extraction and 

optimization 

iv. BPNN (Back-Propagation Neural Network): used as the recognition engine 

v. The Quasi-Newton and Conjugate gradient method: used for network 

optimization. 
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After the addition of pitch feature to DTW-FF feature and tested using the 

NN, the network optimization follows.  In the optimization part, which is the last 

scope of the study, it will compare the use of different search direction procedure for 

faster convergence rate, which are between the Quasi-Newton and Conjugate 

Gradient Method versus the Steepest Gradient Descent Method (used in the first 

phase of the experiment).  The experiments are divided into three phases which are 

described in detail in Chapter 3. 

 

 

 

1.7 Contribution of the Thesis 

 

 The main contribution of this thesis is the development of an extended 

dynamic time warping algorithm for the purpose of speech feature extraction for the 

usage in the parallel processing based on the neural network algorithm for speech 

recognition.  The modified algorithm is called as the dynamic time warping fixed 

frame algorithm (DTW-FF) whereby the algorithm is able to perform speech frame 

compression and expansion based on the rules set in the warping path.  This 

algorithm is important in solving the time variation problem especially during a 

parallel processing where multiple classes of input are used. 

 

 The second contribution of the thesis is the new combination of features 

obtained from the DTW-FF algorithm and PSHF (which is a pitch extraction 

algorithm).  The PSHF algorithm is able to optimize the pitch of the speech so that an 

optimal pitch value is used for the input into the neural networks speech recognition.  

The pitch optimization is needed due to octave errors during the windowing 

activities.  In this study, the combination of DTW-FF feature and optimized pitch 

feature has given very good speech recognition results despite of the pitch itself 

which cannot give a good representation of speech information if it was being used 

alone in speech recognition.   

 

 In order to improve the existing performance of the ASR system, network 

optimization has been implemented.  The current method of NN was using the 

Steepest Gradient Descent search method to search for the optimal global minimum, 
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but the steepest gradient descent method is exposed to false global minimum.  Other 

methods that are less exposed to false global minimum are the Quasi-Newton and 

Conjugate Gradient methods.  Experiments were performed using these three 

methods to compare the convergence rate according to their epochs and their global 

minimum sum squared error.  Results have shown that Conjugate Gradient method 

outperformed other search methods to converge at the most optimal global minimum. 

 

 There are six international conference papers presented and three national 

journal paper have been published resulting form the work carried out in the study.  

The publication list is attached in Appendix E. 

 

 

 

1.8 Thesis Organization 

 

 This thesis is divided into eight chapters.  Chapter 1 describes the problem 

background and literature review that has been done, states the objective of the 

research, and stretches the scopes of study.  The general approach of the research is 

also briefly presented in this chapter.  

  

Chapter 2 explains the speech production mechanisms, illustrated with two 

figures of human vocal tract: general figure and anatomy of the human vocal tract. 

Also more elaborate definition of fricatives, especially voiced fricatives.  Reviews on 

modeling the vocal tract for voiced fricatives are discussed.  This chapter also 

discusses the aerodynamic and acoustic consequences to the voiced fricative speech 

and this lead to the importance of pitch feature in speech. 

 

Chapter 3 discusses feature extraction and preprocessing of the features.  LPC 

feature extraction is described in details here as well as the dynamic time warping 

improved algorithm or called as DTW Frame Fixing (DTW-FF) Algorithm to obtain 

another feature from it, which is called as DTW-FF feature.   
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Chapter 4 describes the neural network theory and architectures.  Details on the 

back-propagation algorithm are described, the network limitations, and also DTW-FF 

feature fittings into the neural network.   

 

Chapter 5 describes the methodology and experiments setup conducted in this 

study in great details.  These include the adaptation of warping process as the fixing 

moderator. 

 

Chapter 6 is about the discussions and analysis of the results from the 

conducted experiments.  Step by step experiments results are presented and discussed 

in such a way of tackling the problem statements.   

 

Chapter 7 discusses the needs of performance optimization to the neural 

network learning algorithm.  Two methods of optimization to replace the steepest 

gradient descent in the back-propagation part are discussed in this chapter.  

 

Chapter 8 is the last chapter, which conclude the thesis findings and also state 

some recommendations to go about the research in the future with the availability of 

the developed software like the DTW-FF and the PSHF.  The software can also be 

used for speech synthesis rather than focusing only at speech recognition.  Other 

features could also be considered rather than only using the LPC coefficients during 

the frame fixing. 
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