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Abstract

Veldcle license plat recognition has been a much
studied research area in many countries. Due to the
different types of license plates being used, the require-
ment of an automatic license plate recognition sys-
tem is rather different for each country. In this po-
per, an automatic license plate recognition system is
proposed for Malaysian vehicles with standard license
plates based on image processing, feature extroction
and neural networks. The image-processing hibrary
is developed in-house which we referred to as Vi-
sion System Development Platform (VSDP). Multi-
Cluster approach is applied to locate the license plate
at the right position while Kirsch Edge feature extrac-
tion technique is used to extract features from the li-
cense plates characters which arve then used as inputs
to the neural network classtfier. The neural network
model is the standard multilayered perceptron trained
wsing the back-propagation algorithin. The prototyped
system has an accuracy of more than 91%. however,
suggestions te further improve the system are dis-
cussed in this paper based on the analysis of the ervor.

Keywords— License plate recognition, clustering,
feature extraction, classification.

1. Introduction

Automatic license plate recognition system is an
important area of research due to its many applica-
tions. For local authorities license plate recognition is
required for the purposes of enforcement, border pro-
tection, vehicle thefts, automatic toll collection, and
perhaps traffic control. For others, automatic license
plate recognition system can he applied to access con-
trol in housing arcas, automatic parking control and
marketing tocls in large shopping complexces, and por-
haps for surveillance. Among the commercial license
plate recognition systems available worldwide are Car
Plate Recognition by J.A.G. Nijhuis et.al.[11], Car
Plate Reader (CPR) by Rafael et.al.[7], Optical Car
Recognition by Emiris and Koulouriotis [6] and Auto-
matic Number Plate Recognition{ ANPR) by Shyang-
Lih Chang et. al.[5] and Mehmwet Sabih Aksoy et.
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al.[2]. In Malaysia, vehicles license plates are in the
form of single or double line with normal fonts which
comprise of perhaps 95% of the all the vehicles. There
are also special fonts as depicted in Figurel.

LP’R normally consists of a camera, illumination,

Figure 1{a)Samples of common Malaysia license plates
(b} Samples of special Malaysia license plates.

frame grabber, computer, recognition software, hard-
ware (Input output adapters) and database as illus-
trated in Figure 2. LPTR employs real time plus artifi-
clal intelligence algorithm like hybrid system or Neu-
ral Network (NN) which recognizes significant plate
numbers and records in the refined databases. This
dedicated LPR softwarce covers at least five major pro-
cesses consecutively; Capturing, Pre-Irocessing, Seg-
mentation, Feature Extraction and Classification as
shown in Figure 3. Usually, targeted functions and
gpecifications that will be embedded into the LP'R
systemn are fast recognition alphabet and number with
high accuracy recognizing both front and back side,
24 hours non-stop operation and alarm message send
out after recognition.

2. Image Segmentation

Image scgmentation is a process that scparates
words to single characters for casy identification[3].
In this project, scgmentation involves a process of
scparating a collection of character that has been fil-
tered; to a sequence of characters that will be used
in the feature extraction stage. This step is very sig-
nificant due to overlapping characters that form the
license plate. There are three main forms of char-
acters that are overlapping vertically, ligature, dia-
critics, horizontal overlap, and two connected charac-
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Figure 3.Process in image processing.

terg. The task will be more ditficult for those different
forms of which are joined.

At the moment, LI'Seeker applies clustering tech-
nique to identify important blobs. After processing
image using simple image enhancement technique like
Fixed filter, Minimum Filter, Opening and dependent
threshold for the LPSeeker image enhancement which
are provided in VSDP library (Vision System Devel-
opment Platform). VSDP is a library that has been
developed by CAIRO, UTMKL rescarchers.  After
applying above image enhancement, the image ig seg-
mented using horizontal scan line profiles and cluster-
ing technique. Thoroughly each image ig transformed
into blob objects and its important information such
as location, height and width, arc being analyzed by
the LPSeeker for the purpose of cluster exercising
and choosing the best cluster with winner blobs. The
blobs are clustered when difference between blob and
cluster heights and difference between maximum Y
value of the cluster and bloh are less than a constant
time to cluster’s height as stated in multi-clustering
algorithm. Pleasc refer to the multi-clustering algo-
rithm in section 2.1 and picture depicted in Figure 4
and Figurc 5. Then these winner blobs arc extracted
its feature individually before permitting to recogni-
tion or classification phase.

2.1. Clustering algorithm

Input: Set original image nto o buffer, BI.
Output: et winner clusters ond blobs, Cn, Bvi.m
Step I+ Calenlale Lotel of blobs in the image, n.
Step 1.1: From 8 unitil n, then keep informalion like minXa,
min Yn, mazXn, marYn, heighin, widthn for each blobs inte on
array.
Step 2: Cluster cach blobs when difference { refer equation
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Figure 5.Ilmportant information for clustering approach.

(1)} between blob height, heightom ond cluster height, Hen and
difference {refer equation {2}) between mazimum Y value in
duster, marYen and mozimuwn YV value of blobs, moxYem are
less than o constant time Lo the cluster height, Hen.

|max Yi; —max Y| (e X Hey (1)
|H(,n,: — HB;| (CL % Her (2)

where a valuye is 0.3, 0.5, 1 or 2.

Step 3: Choose the cluster, Cn which has the mazrimum size
of blobs, Chize..m

Step 3.1: Check distonce between each winner blobs, mazXn
and minXn+41.

Step 3.2: Sort the winner blobs according to its minXn.
Step 3.3 Segment all sorted winner blobs individually.

Step 4: Finish.

3. Feature Extraction

Feature cxtraction is described as functions of the
measrements performed on a class of objects that
cnable class to be distinguished from other classes in
the same general categorv. One of feature extraction
objective is to grab only essential and distinguished
information or characteristics of the each character
10 be easily recognized later[3]. Some researchers ap-
plied thinning or skeleton[6], Laplacian Edge detec-
tor[2], Minimum Area [6], Prewits, Robinson and So-
bels [4] edge detector. In our research we concctrated
on Kirsch Edge Detection.

3.1. Kirsch Edge Detection

Basically kirsch edge detector have cight different
kernels to detect eight different directions of edges.

A minor research has been conducted to select the
hest. kernel in Kirsch Edge Detector and we found

that right vertical, top horizontal, top left diagonal
and top right diagonal are the best features to repre-
sent character images and inputs to neural network.
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Kirsch Edpe Detection 12 4 simple algovichm for fivst-
order differencial edge detection, This edge detector
15 used to deteer four divectional edges mors acen-
rately than other detectors such as Prewitt and So-
bel which considers all the eighi-neighborhood -
#l#[11]. The non-linear edge enhancement algorithn
defiried Ly Kirsch is shown as equarion {3}, equation
(1), cquation (51 and equation (A)follews -

Ch gy = max {Lnﬁmus.ﬁ;, — T3] } (2
=

K=0,1.223.45067 4}

S = An—Ap i+ A 5}

To=bs —Arpa+ lor Foluga + s 0y

The: G4/ s the pradicnt of the pixel 7). The sub-
seripla of A are represontod ag vhe nelphborliood pie-
cls for the (4.) as shown In Table 1 We can caloulale
Lhe divectional fealwre voclors loy vertical {cqualion 7
and 11}, horizotal (equation & and 121, lell~liagonal
{equation @ and 13, and right~diagonal (equation 10
and 11 directions as follows:

€504, e = maxi|bye — 2T, |58 — ST o
G g = i |55 = 3T |55y = 314 ey
Gy i = meed |55 — 3T 65 — 3T )
Gliy fim = Maxi|38) — 3T |, |58 —2Ts)) (10}

Table 1.Example shewing the eight neighbours of pixel
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The aquasiong above can be replaced T gimple
cowvolution masls oporatlon as given n Table 1 and
Lhe seale etor of 1713 was sugeesied by Prad[L3)].
The odues woracted from different classes of char-
acters are not the same and the operation speed is
also acceplable. This, i couwld be wsed 2 uhe fealire
coctraetor for the character recosnition. The togults
of the Kirsch detectors are showal In Flgure 6. Note
thal after the Kirsch edge deleciion, the Inage will
chaee lrom binary o gray level geale. These val-
1es will Locome the inputs of Neural Network scheme
later (Table 2).
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Figure 6.(i)0riginal Image of "4, "6, E" and "G'{left

most). Example feature extracted images using Kirsch

Edge Detection using {iijvertical, {iitthorizontal, {iveft-

diagonal and (wiright diagonal for letter '4", "6, E'and
G consecutively,

3.2. Kirsch Edge algorithm

Tnpuls Sel Ovigined Inoge <nde o bufler, B,
Qutpud ; Ddsplay and Meorized feeture cotrocted dmaege.
Step i Fov cownder, + = L8000 00.8
Step 2 Clome ovigmad dmage 24 dnlo new bufTer, Tz
Step 30 Oreate new Rirseh Bdye heonel with size f"? & for
ot etghd directonad odges B adere 1= 800400.0,0.7.8,
Slep Bofr Scl Forned for wertiond Ko, lop horizontal .Fic L b
feft cBagorad B anad Lop rigid dvagonid o
Hep £ Do convelvtion buffor Bo awth choson berned diroc-
tions of kernol K.
Slep 5 Dhsplay aned binarivs eoch Jeabors eelrocked dmage.
Step G Findzl,

4, Image Classifications

Vo apply neural networl 1o classify these Images
and recomuse the claractors. Heve wo expladn Dricdly
foundation of NIN, Mul ¢t .al.F}] presentod two mapor-
land, characloristice in NNz [earning and pencraliza-
Lion, Learning process gssociaws wilh notwork ar-
chitecture that =il chanee the comection stueture
horwoen mdts and signal steenech in the connection
structure, Evcey input, &2 oedn 128 It mogpoctive
WL Wi, Wity twin Do woisln mateix e, Tlds

neuron has bias :tlmi will b aceunmulatod }r'lth clean
wpul bo produce lowal peuron npul value. Towal neg-

von Wpt value s used in che aclivauon howelion f
and produces one scalod outpam ncuron, 4 that can
e reprosented by equadion(1):

a=f (Z wry iy | !r) [15;

Oulpul & value depends on Lhe aclivation Nk
tion used. Basically thoere are two opos of acthvation
Tunctions: linear and non-lnear. Activation function
either Binary sigmoid, Bi-polar slgmoid o Hyperbolic
Langent, which i suitable with e pe of problem
solvitur and desived outpan range, shall be applied
oo the network [8).In our cage we applied Binary
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sigmoid. We also used random weight control for the
first network initializing even though there are other
types like Nguyen Widrow [8] and Genetic algorithm
[1].

After a few experiments conducted Table 2, we
found that using five features: original image and
lirsch edge kernel 2, 4, ¢ and 8 with 10x10 image
size is the most essential input numbers for the neural
network scheme. Meanwhile, 200 are the most opti-
mum hidden nodes. We have trained on 200 image
sets and stopped training when its mean square errors
have reached to 0.0026 values. Since we are dealing
with Malaysian license plate, the output nodes have
been increased from 33 up to 36 which covers all ro-
man alphabets { except Q) , numbers (from 0 to 9)
and backlash {7/ 7).

Table 2.Neur§I Network Scheme.

Lnput nodes types x { L0 x 10 pixel) 500
Hidden nodas 200
Cutput 0.1,2,3,4.5:5,7.8,0,4,B, 0,0 E B G, LT,

JKLLMLNLEL QLRSS T ULV, WO, YLZ and 36
Learning rac 0.05h

Minimuin Error rate 0.0026

5, Discussions

The plate recognizer or "LIPSeeker” has been fully
developed by using contemporary techniques such as
median filtering and threshold for image processing,
clustering for segmentation, kirsch edge detector for
feature extractions and neural network. We have
also run two separate experiments; fixed and different
threshold. From those experiments, we constructed
analysis of error tables based on segmentation and
classification errors. The prototyped system has an
accuracy more than 91%, however, suggestions to fur-
ther improve the system are discussed in this paper
pertaining to analysis of the crror.

There wore two cxperiments conducted;  fixed
(value for threshold is 130) and different throsh-
old valuc cxperiments. Each oxperiment had been
run onto 1000 off-line image data. Here, we only
stated classification, feature extraction and classifi-
cation time hecause the experiment has been carried
out automatically. These images are captured from
frontal and back of Malaysia cars. This time we only
concentrated on Malaysia standard car plate images
which taken surrounding Kuala Lumpur, Selangor,
Pahang, Terengganu and Perak. LPSeeker is devel-
oped using Microsoft Visual C++ and VSDP library.
VSDP library is a library for image processing and it
has consistently developed and updated by CAIRO.

Ag depicted in Table 3, Classification has consumed
the highest time which is 2247.68 mis while feature cx-
traction falls the sccond with 472,02 ms and segmen-
tation is the least with 5.2ms. Classification gains
most time due to neural network processing time
which requires connecting to the welght database and
calculating the current image'’s weight.

From Table 4, out of a thousand images that were
been analyzed, 803 images have perfectly recognized

0-7502-8521-2/06/$20.00 ©2006 |IEEE.

for fixed threshold exporiment. This result increased
to 919 when different threshold valucs were used.
Thercfore, both cxperiments accuracy percentage arc
80.3% and 91.9% correspondingly.

Even though, LPSeeker accuracy percentage hag
achieved more than 80%, they are several issues to be
tackled in the case ervor analysis such as segmentation
and classification issues. From Table 4, segmentation
error percentage for fixed threshold is about 61.4%
while classification error rate is 38.58%. However,
when different threshold values are uged, its segmen-
tation error percentage has reduced significantly to
12.34% and caused the classification error percentage
increased to 87.63%. Here, we can assume that by ap-
plying different threshold or perhaps adaptive thresh-
old valucs can reduce segmentation crror percentage.
Furthermore, LPSccker IT also needs to give attention
to clagsification crrors because adaptive threshold did
not show any significant improvement.

Segmentation errors are categorized into five
classes: NotFound, Missl, Miss2, Miss>2 and Ex-
tra. Meanwhile classification errors are divided into
four categories: Wrongl, Wrong2, Wrong>2 aud
Wrongseq. Description of each errors are explained
briefly in Table 3, Samples of interfaces of those er-
rors are also depicted in Figure 10 and 11. Referring
to the segmentation problems of Table 3, there were
26 errors for Type Missl, 30 errors for Type Miss2,
57 arrors for Type Miss>2 and 8 crrors for Type Ex-
tra in fixed threshold value experiment. These crrors
were occurred may duc to restrictions in clustering
approach. Inappropriate threshold causes two and
mare characters connected and width of the blobs is
greater than the height of the blobs. As a result,
these connected character blobs will not consider as
winner blobs and become missing (8). Clustering
success iy closely related to the constant value that
has been set for grouping the blobs. If the constant
value increages, LPSeeker surprisingly can detect al-
most more than 20 but less that 50 degree of skewed
license plate. However, the drawback is sometimes
unnecessary blobs will also consider as winner blobs
and thig error falls into category Extra. On the other
hand, if the constant value reduces, this may also lead
to missing blobs like Miss1, Miss2 and Miss»2 crrors.

Fortunately, these scgmentation crrors were re-
duced dramatically when different threshold valucs
were used. From Table 3, you can sce that out of 121
errors occurred in fixed threshold experiment; only
10 remained as errors when different threshold valnes
were adapted. Therefore, an adaptive threshold sys-
tem is highly required to be developed such ag Otsu
Threshold[10], NN Threshold or Rule-based Thresh-
old.

On the other hand, classification is another serious
issue ag depicted in Figure 7and Table 5. There were
36, 9, 11 and 0 errors for Type Wrongl, Wrong2,
Wrong-2 and Wrongseq consccutively when fixed
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threshold exporiment was conducted. These errors al- s
most remained the same {(except for Type Wrongseq) 5
cven though different threshold values were used. Er- w0 |
rors that fall under category clagsification may due to
segmentation techniques. Quiie a number that Type
Wrongl, Wrong2 and Wrong-2 were wrongly recog-
nized becange the license plate images were skewed
or rotated. Therefore, some of the letters were mis- i

classificd. Tor example, several characters that look e OB £ 5P B E

similar were detected vice versa like character B or =

3 detects ag 8, character 5 detocts as 6, character 6 Figure 7.Qverall type versus number of errors for fixed
dotects as G, character A dotocts as 4, character T de- and different threshold graph.

lects as 1 (refer Lo Figure 9). Aparl [rom vhat, these
errors may alse due to inappropriate feature extrac-

tion technique. Kirsch edge detector is intolerance
to rotated Images. Kirsch Edge detector also fails to
distinguish cortain character ke 6 and G, Teature
representation for 6 and G omay return the same bi-
nary value. As a result, Kirsch Edge might lead o
letler misclassificaiion.

Table 3.Average time for five fixed threshold experi-

ments
Sl Tuslal Averade
Sopmentation o5 5 E
Teature 2001 YRR
Exlracuion
T aeeHication TIo5e.d RS

Table 4.Accuracy time for five fixed and different
threshold experiments.

Drat.ail Thrashald Avarage
Tizzenl [llerent |
Lol sampele clala. Tihh} Tihh} Tikh}
no of correct T L 31
sorTecl percenlage HFH L0 S0.L
total sopmontotion wrror 121 1o 63,5 o . . .
T IV B LIl S1TOr peeroalil fue Lol 1%, 517 R 3 Flgure 853mp|es Of mlsl(top Ie&), m|552 (tOp rlght),
154500100 B 3 1 TH .
e e T e T e S missi-2 (bottom left) and extra character (bottom
right}).
. i ope ler.  Turthe ', SCOINCTIC approac
6.Suggestion in proper or(} r. I_‘urtll LINOTC, SEOMCTHIC appi¢ ach
) _ also Lielps maintaining uniquencss of cach letter chag-
Firsuly, boih lixed and dillerent ihreshold experi- acteristics by corrocting its structurc. Besides that,
ment shows that the performance increases if the ap- there are lhree main approaches of segmenialion,
propriate threshold is applied before segmenting the  which are ITistogram Profile Projection® (IIPP), Con-
characters. Adaprtive threshold like Otsu Threshold nected Components Labeling 2(C/CL) and Determin-
or Otsu with a revised formula need to be developed ing of Segmentation Pointg® (DSP)[12].Combination
for roducing scgmentation crrors that may lead to of these three approaches can form better solution in
misclagsification later. SCCOI].(“}", chll'l(.‘.ntatl()ll alg()' Sognlolltation ph.aSC-
rithm should solve goometric issucs [rom the very be- The third problem may cause by feature cxtrac-
ginning. Geometric approach can re-correct the posi- tion. Fealure exiraciion has a good correlalion with
tion ol coordinates and aid Lo arrange the character the success of the recognilion. Using other lealure
extraction, which explains and represents better na-
Table 5.Type of errors for fixed and different threshold ture of cach character is required. Teature extraction
experiment is divided into three styles: gravscale image!, binary
Ervor Threzhald Avaraga
T e e Trorras TIats L e TS THPT can be used to segment text-to-text lines, then to
svliesl liss 1 characler ab Z 11 words
ool Mo & cliarac LeTs 0 F Lt 2o 2 :
T S B e Py = - = 3(,f,I-L can gather all contours of connecled componenis
TRiTs STote Then sevunl cloTeciers B z Z DST is gtressed on the determination of definitive sepmen-
Lolal SREmERLALION EXTOTE T 10 55 | Lalion peints by scarching junction of scgmonus bolweon char-
wrromgl Yrromg 1ochoracter 56 53 o4 aCLe0s
BT TNTodle o CILGELETE o B T '_1_ ) ) . .
Wrempe 2 | Wiong miore thon O charactere 11 10 105 Cirayscale image consists of geveral techniques like template
Wiengesq | Wivng sequence of chelactere 0 3 L7 | maiching, deformable lemplales, unilary wranslorm, zoning,
Lobal clagsilieniion SHIom i il 52 | peomeiric moments and Zernike moments.
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[3]

[4]

[5]

[6]

Figure 9.Samples of wrongl{top left} , wrong2 {top
right), wrong=2 (bottom left) and wrongseq {bottom
right).

image® or vector (skeleton) image®[12].

Lastly, the recognition using neural network can
lead to misclassification if crrois in segmentation and
feature extraction are not solved mdependently. Otli-
erwise, perhaps other lechnique Lo classify can be
used like Trace Transform, Polynomial and Bayesian
claggification.

7.Conclusions and Acknowledgment

This paper hag gencrally discussed on concept of
License plate recognition, scgmentation, feature ox-
traction approach and neural network technique. In
conclugion, we can conclude that classification has
significantly raised more problems compared Lo seg-
mentation. Major adjustment must he made to re-
duce recognition errors. These errors may origin to
insufficicnt. segmentation algorithm or incfficient fea-
ture extraction method (Kirsch Edge Detector).

Special thanks to my friends: Norzi, Faridatul,
Norzu and Dilah who had been hardworking in col-
lecting dala in various slates.
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