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Hybridization-Ligation Versus Parallel Overlap
Assembly: An Experimental Comparison of
Initial Pool Generation for Direct-Proportional
Length-Based DNA Computing
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Abstract—Previously, direct-proportional length-based DNA
computing (DPLB-DNAC) for solving weighted graph problems
has been reported. The proposed DPLB-DNAC has been suc-
cessfully applied to solve the shortest path problem, which is an
instance of weighted graph problems. The design and development
of DPLB-DNAC is important in order to extend the capability
of DNA computing for solving numerical optimization problem.
According to DPLB-DNAC, after the initial pool generation, the
initial solution is subjected to amplification by polymerase chain
reaction and, finally, the output of the computation is visualized by
gel electrophoresis. In this paper, however, we give more attention
to the initial pool generation of DPLB-DNAC. For this purpose,
two Kinds of initial pool generation methods, which are generally
used for solving weighted graph problems, are evaluated. Those
methods are hybridization-ligation and parallel overlap assembly
(POA). It is found that for DPLB-DNAC, POA is better than that
of the hybridization-ligation method, in terms of population size,
generation time, material usage, and efficiency, as supported by
the results of actual experiments.

Index Terms—Direct-proportional length-based DNA com-
puting (DPLB-DNAC), hybridization-ligation, parallel overlap
assembly (POA), shortest path problem.

1. INTRODUCTION

URRENTLY, there are two kinds of initial pool gener-
Cation methods of DNA computing for weighted graph
problems: hybridization-ligation and parallel overlap assembly
(POA). The hybridization-ligation method was first introduced
by Adleman [1] to solve a Hamiltonian path problem (HPP)
using DNA as a medium of computation. During the operation,
the link olligonucleotides or oligos hybridize through the
hydrogen bonds by enzymatic reaction. The hybridization-lig-
ation reaction is well shown in Fig. 1 [2] where the arrowhead

indicates the 3’ end of oligos.
On the other hand, POA has been used [3] and broadly ap-
plied in gene construction [4], [5] and DNA shuffling [6]. POA
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Fig. 1. Hybridization-ligation reaction for initial pool generation of DNA com-
puting. The arrowhead indicates the 3’ end.

involves appropriate thermal cycles and during the thermal cy-
cles, the position strings in one oligo anneal to the comple-
mentary strings of the next oligo. The 3’ end side of the oligo
is extended in the presence of polymerase enzyme to form a
longer double-stranded DNA, as depicted in Fig. 2 [2]. In Fig. 2,
the thin arrows represent the elongated part during polymeriza-
tion and the arrowhead indicates the 3’ end. After a number
of thermal cycles, a data pool with all combinations could be
generated.

The aim of this paper is to compare the performance of
hybridization-ligation and POA, especially for initial pool
generation of direct-proportional length-based DNA computing
(DPLB-DNAC). From a length-based DNA computing point of
view, a shortcoming of this approach has been identified, which
is related to errors of the computation, especially if hybridiza-
tion-ligation is employed during the initial pool generation.
This is because the fact that longer weights are encoded as
longer sequences is contrary to the biological property of DNA
such that the longer the sequences are, the more likely they
hybridize with other DNA strands, though we have to find the
shortest DNA strands [7]. Hence, an experimental comparison
is essential in order to prove the correctness of each initial pool
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Fig. 2. POA for initial pool generation of DNA computing. The thick arrows
represent the synthesized oligos which are the input to the computation. The
thin arrows represent the elongated part during polymerization. The arrowhead
indicates the 3’ end.

Fig. 3. A weighted undirected graph G = (V, E).

generation methods in order to solve the shortest path problem
using DPLB-DNAC.

II. THE SHORTEST PATH PROBLEM

The input to the shortest path problem is a weighted directed
graph G = (V, E,w), a start node u, and an end node v. The
output of the shortest path problem is a (u,v) path with the
smallest cost. In the case given in Fig. 3, if w is V; and v is V3,
the cost for the shortest path will be given as 100 and the optimal
path is clearly shown as V; — V3 — V; — V5. Even though the
shortest path problem belongs to class P, it is worthy of being
solved by DNA computing because numerical evaluation is in-
volved during the computation.
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TABLE 1
NODE SEQUENCES FOR THE CASE OF HYBRIDIZATION/LIGATION

20-mer sequences (5°-3”)

Node, V;
Vi Vib
7 AAAGCTCGTC GTTTAGGAGC
Vs GCACTAGGGA TTTGGAGGTT
Vs GCTATGCCGT AGTAGAGCGA
Vs CGATACCGAA CTGATAAGCG
Vs CGTGGGTGGC TCTGTAATAG
TABLE 11

COMPLEMENTS OF NODES FOR THE CASE OF HYBRIDIZATION/LIGATION

Complement node, V, Complement sequences (3°-5”)

4 TTTCGAGCAGCAAATCCTCG
72 CGTGATCCCTAAACCTCCAA
v, CGATACGGCATCATCTCGCT
Z GCTATGGCTTGACTATTCGC
v, GCACCCACCGAGACATTATC

III. DNA SEQUENCE DESIGN

Various kinds of methods and strategies for DNA sequence
design have been proposed to date. As reviewed by Shin et al.
[8], those strategies are exhaustive search [9], random search
[10], template-map strategy [11], [12], graph method [13],
stochastic methods [14], dynamic programming [15], biolog-
ical-inspired methods [16], [17], and evolutionary algorithms
[18]-[22]. However, in the rest of this paper, the DNA se-
quences used for the computation are designed by using
DNASequenceGenerator [13], which can be downloaded for
free.! Since the hybridization-ligation method and POA are
slightly different in principle, two different schemes of DNA
sequence design for nodes and edges are developed.

A. DNA Sequence Design for Hybridization-Ligation Method

Let n be the total number of nodes in the graph. The DNA
sequences correspond to all nodes and its complements are de-
signed. Let V;(4 = 1,2,...,n) and V;(i = 1,2,...,7n) be the
20-mer DNA sequences corresponding to the sth node in the
graph and its complement, respectively. At first, the DNA se-
quences V; and its complement are designed and listed in Ta-
bles I and II, respectively. In Table I, V; is separated into V;,
and V;;, where V;, is defined as the half-5-end and Vj;, is defined
as the half-3-end of V;. This separation is important for con-
catenation during the initial pool generation, by the hybridiza-
tion-ligation method.

For the case of the hybridization-ligation method, we intro-
duce three rules to synthesize oligos for each edge in the graph
as follows.

1) For a connection between Vi to V;, synthesize the oligos

for the edge as

V1(20) + Wi, (w — 30) + V;a(10).

![Online]. Available: http://Is11-www.cs.uni-dortmund.de/molcomp
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TABLE III
DNA SEQUENCES FOR EDGES FOR THE CASE OF HYBRIDIZATION-LIGATION

Edges DNA Sequences (5°-3)
VirWis—Vs  CTGATAAGCGccaagCGTGGGTGGCTCTGTAATAG
VasWsamV- A GTAGAGCGAcegtcCGATACCGAA
4a
Vi W V. AAAGCTCGTCGTTTAGGAGC

TR acgteggttecGCTATGCCGT
Vo W5V TTTGGAGGTTecgtcttttacccaagtaatGCTATGCCGT
Vor-Wos—Vs  TTTGGAGGTTacgtgttttaaggaagtacggtaagetgeg
a CGATACCGAA
Vor W V. TTTGGAGGTTgcgtcgegtaaggeagtaceggactetgee
2T GGTGGCTCTGTAATAG
VoW1V AAAGCTCGTCGTTTAGGAGC

cggtggtttaacgaagtcctgtactatgggttatttgcagGCACTAGGGA

TABLE 1V
DNA SEQUENCES FOR WEIGHTS FOR THE CASE OF HYBRIDIZATION-LIGATION

Edges
W5  GAACCGACGT
Wy3  ATTACTTGGGTAAAAGACGG
Wys CGCAGCTTACCGTACTTCCTTAAAACACGT
W,s  GGCAGAGTCCGGTACTGCCTTACGCGACGC
Wi, CTGCAAATAACCCATAGTACAGGACTTCGTTAAACCACCG

DNA Sequences (5’-3")

2) For a connection between V; to V;, where « # 1, 7 # n,
synthesize the oligos for the edge as

Vib(lo) + Wi]-(w — 20) + Vja(l()).

3) For a connection between V; to V,,, synthesize the oligos
for the edge as

sz'b(lo) + Win(w - 30) + Vn(20)'

The resultant DNA sequences for edges designed based
on the rules are listed in Table III. Clearly, the synthesized
oligos consist of three segments. The number of DNA bases
for each segment is shown in parenthesis. “+” represents the
joint and “w” denotes the weight value for corresponding DNA
sequences for weight W;; where W;; denotes the DNA se-
quences representing a cost between node V; and V;. Note that
the node segment and edge segment are distinguished by capital
and small letters, respectively. For initial pool generation based
on hybridization-ligation, DNA sequences for weights are also
important. Those sequences are listed in Table IV. Note that
in Table IV, only those sequences which are seven or greater
in length are shown. This is because the DNA sequences, if
less than seven, cannot be synthetically synthesized in the
laboratory.

B. DNA Sequence Design for POA

For POA, basically, the DNA sequences designed for nodes
are similar to the DNA sequences as listed in Table I without
being separated into V;, and V;,. This is because no concate-
nation occurs during the initial pool generation by POA. Thus,
those DNA sequences can be viewed as shown in Table V.

For the case of POA, we introduce three rules to synthesize
oligos for each edge in the graph as follows.

TABLE V
NODE SEQUENCES FOR THE CASE OF POA

Node, V; 20-mer sequences (5°-3")
14 AAAGCTCGTCGTTTAGGAGC
Vs GCACTAGGGATTTGGAGGTT
Vs GCTATGCCGTAGTAGAGCGA
Va CGATACCGAACTGATAAGCG
Vs CGTGGGTGGCTCTGTAATAG

TABLE VI
DNA SEQUENCES FOR EDGES FOR THE CASE OF POA

DNA Sequences (5°-3’)
CGATACCGAACTGATAAGCGccaag
CGTGGGTGGCTCTGTAATAG
GCTATGCCGTAGTAGAGCGAccgte
CGATACCGAACTGATAAGCG
AAAGCTCGTCGTTTAGGAGCacgtcggtte
GCTATGCCGTAGTAGAGCGA
GCACTAGGGATTTGGAGGTTeccgtcttttacccaagtaat
GCTATGCCGTAGTAGAGCGA
GCACTAGGGATTTGGAGGTT
acgtgttttaaggaagtacggtaagctgeg
CGATACCGAACTGATAAGCG
GCACTAGGGATTTGGAGGTT
gegtegegtaaggeagtaccggactetgee
CGTGGGTGGCTCTGTAATAG
AAAGCTCGTCGTTTAGGAGC
cggtggtttaacgaagtcctgtactatgggttatttgeag
GCACTAGGGATTTGGAGGTT

Edges
Vi—W4s—Vs

Vi—=W34=V,
Vi-Wis=V3

Vo=Wis—V3

V27 Wl 4 V4

VoeWos=Vs

VI_WI a VZ

1) For a connection between V; to Vj, synthesize the oligo
for the edge as

V1(20) + le(w — 30) + V]'(ZO).

2) For a connection between V; to V;, where ¢ # 1, j # n,
synthesize the oligo for the edge as

Vi(20) + Wi]'(a) —20) + VJ‘(QO).

3) For is a connection between V; to V,,, synthesize the
oligo for the edge as

Vi(20) + Win(w — 30) + V,,(20).

where V, W, and “+4” denote the DNA sequences for nodes,
DNA sequences for weight, and “joint,” respectively. The
synthesized oligos consist of three segments; two node seg-
ments and an edge segment. “w” denotes the weight value
for corresponding DNA sequences for weight W;; where W;;
denotes the DNA sequences representing a cost between node
Vi and V;. The value in parenthesis indicates the number of
DNA bases or nucleotides for each segment. The oligo is
designed so that the number of DNA bases of that oligo and
the cost at the corresponding edge are similar. Table VI lists all
the synthesized oligos based on the proposed synthesis rules.
Similarly, the node segment and edge segment are distinguished
by capital and small letters, respectively.

IV. A BRIEF DESCRIPTION OF DPLB-DNAC

After the DNA sequences are designed, the oligos of the com-
plement of the node sequences and edges sequences are synthe-
sized. Then, all the synthesized oligos are poured into a test tube
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Computation

for initial pool generation. In order to generate the initial pool
of DPLB-DNAG, initial pool generation methods, such as hy-
bridization-ligation or POA could be employed. Next, the gen-
erated initial pool generation is subjected to amplification by
polymerase chain reaction (PCR) in order to amplify exponen-
tially, DNA molecules that contain the start node V; and end
node V. After the PCR is accomplished, there should be a big
numbers of DNA molecules representing the start node V; and
end node Vj traveling through a possible number of nodes.

DNA molecules in a solution can be separated in terms of its
length consecutively by means of gel electrophoresis. In fact,
the molecules are separated according to their weight, which
is almost proportional to their length [23]. Based on DPLB-
DNAC, the output solution of PCR operation is brought for
gel electrophoresis operation. During this operation, the DNA
molecules are separated in term of its length and hence, the
shortest DNA molecules in terms of length in base pairs (bp),
which representing the shortest path could appear as the shortest
band of the output of gel electrophoresis. The procedure of the
DPLB-DNAC is shown in Fig. 4.

V. HYBRIDIZATION-LIGATION VERSUS POA

In this work, we implemented both methods: hy-
bridization-ligation and POA for initial pool generation of
DPLB-DNAC. For evaluation purpose, both of the methods
are examined whether the correct answer of the shortest path
problem can be achieved or not. This can be done by observing
and comparing the output of gel electrophoresis with the ex-
pected answer of the shortest path problem.

A. In Vitro Computation Based on
Hybridization-Ligation Method

Initial pool generation by hybridization-ligation method
was performed in a 200-xL solution containing 120-pL oligos
(Proligo Primers & Probes, Tokyo, Japan), 2-uL. 100-mM ATP
(GeneACT, Japan), 20 L 10x T4 Kinase Buffer (TOYOBO,
Japan), 1 pL Kinase (TOYOBO, Japan), and 57 L. Ho0 (Maxim
Biotech, Japan). The solution was subjected to kination in a
thermal cycle at 37 °C for 1 hour. After that, hybridization was
done by heating the solution at 94 °C for 10 s and gradually
decreased the temperature of the solution 2°C/s to 16 °C.

The resultant solution was then subjected to ligation by
pouring 0.5 L 100 mM ATP (GeneACT, Japan), 5 uL. DNA
ligation buffer (TOYOBO, Japan), and 0.5 uL. T4 DNA ligase
(TOYOBO, Japan) into the solution and the solution was kept
at 16 °C for 12 h.
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Fig. 5. Experimental results of gel electrophoresis on 10% polyacrylamide gel.
Lane M denotes the 20-bp ladder, lane 1 is the product of initial pool generation
by hybridization-ligation, and lane 2 is the product of PCR, which represent the
output of computation.

For amplification, PCR was performed in a 25 pL solution
consists of 2.5 pL solution for each primers, 1 uL template,
2.5 uL ANTP (TOYOBO, Japan), 2.5uL 10x KOD dash buffer
(TOYOBO, Japan), 0.125 pL. KOD dash (TOYOBO, Japan),
and 13.875 uL H,0 (Maxim Biotech, Japan). The reaction con-
sists of 25 cycles and for each cycle, the denaturation, annealing,
and polymerization temperatures were 94 °C for 30 s, 55 °C for
30 s, and 74 °C for 10 s, respectively.

The oligo AAAGCTCGTCGTTTAGGAGC was used as for-
ward primer while for the reverse primer, the oligo GCACC-
CACCGAGACATTATC, was employed. To visualize the result
of the computation, the product of PCR was subjected to gel
electrophoresis for 40 min at 200 V. After gel electrophoresis
was performed, the gel was stained by SYBR Gold (Molec-
ular Probes). The band of DNA was viewed by 300 nm FOTO/
Phoresis UV Transluminator (Fotodyne Inc.) and the resultant
gel image was captured.

The product of initial pool generation and amplification based
on hybridization-ligation method and PCR are shown in Fig. 5.
Lane M denotes the 20-bp ladder, lane 1 is the product of hy-
bridization-ligation, and lane 2 is the product of PCR.
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Fig. 6 Experimental results of gel electrophoresis on 10% polyacrylamide gel.
Lane M denotes the 20-bp ladder, lane 1 is the product of POA, and lane 2 is the
product of PCR, which is the output of the shortest path problem.

B. In Vitro Computation Based on POA

On the other hand, initial pool generation by POA was per-
formed in a 100-xL solution containing 12 pL oligos (Proligo
Primers & Probes), 10 pL. ANTP (TOYOBO, Japan), 10 uL
10x KOD dash buffer (TOYOBO, Japan), 0.5 uL. KOD dash
(TOYOBO, Japan), and 67.5 pL. Ho0 (Maxim Biotech, Japan).
The reaction consists of 25 cycles and for each cycle, similar to
PCR, the appropriate temperatures were 94 °C for 30 s, 55 °C
for 30 s, and 74 °C for 10 s.

As shown in Fig. 6, lane M denotes the 20-bp ladder and lane
1 is the product of initial pool generation based on POA.

For amplification, PCR was performed in a 25-uL solution
consisting of 0.5 uL solution for each primers, 1 pL template,
2.5 pL ANTP (TOYOBO, Japan), 2.5 pL. 10x KOD dash buffer
(TOYOBO, Japan), 0.125 pL. KOD dash (TOYOBO, Japan),
and 17.875 uL Ho0 (Maxim Biotech, Japan). The reaction con-
sists of 25 cycles and, similarly, the denaturation, annealing, and
polymerization temperatures were 94 °C for 30 s, 55 °C for 30s,
and 74 °C for 10 s, respectively.

Similarly, the oligo AAAGCTCGTCGTTTAGGAGC was
used as forward primer, while for the reverse primer, the oligo
GCACCCACCGAGACATTATC was employed. To visualize
the result of the computation, the product of PCR was sub-
jected to gel electrophoresis for 40 min at 200 V. After gel
electrophoresis was performed, the gel was stained by SYBR
Gold (Molecular Probes). The band of DNA was viewed by

300 nm FOTO/Phoresis UV Transluminator (Fotodyne Inc.)
and the resultant gel image was captured.

The output of amplification is shown in Fig. 6, where lane M
denotes the 20-bp ladder and lane 2 is the product of PCR.

VI. DISCUSSIONS

The result of the computation, as shown in Figs. 4 and 5,
could be obtained if hybridization-ligation method and POA are
employed during the initial pool generation of DPLB-DNAC.
In both of the figures, lane 2 consists of four bands showing
that all the paths which start with V; and end at V5 have been
successfully amplified. Those paths are V; — V3 — V, — V5 (100
bp), Vi — Vo — V5 (130 bp), Vi — Vs — V4 — V5 (155 bp), and
Vi — Vo — Vs =V, — V5 (170 bp). It is clear that the shortest
path computation appears as the shortest band in lane 2.

Even though the same experiment has been done by Lee
[2], they did a comparison of hybridization-ligation and POA
to solve the weighted graph problem by temperature gra-
dient-based DNA computing [24]. Their findings are important
as they found that POA is much better than hybridization-liga-
tion and the advantages of POA over hybridization-ligation can
be listed as follows.

* The initial pool size generated from the same amount of
initial oligos is about twice larger than that of hybridiza-
tion-ligation method. Though, if a larger problem is con-
sidered, the initial pool size is too small to contain the
complete pool. POA, however, with more cycles and large
experimental scale, could include the practical pools.

* Initially, two single-stranded DNA molecules partially
hybridize during the annealing step and then they are
extended by polymerase. The elongated DNA molecules
are denatured into two single-stranded DNAs in the next
denaturation step, and they are subjected to the annealing
reaction at the next cycle. Therefore, POA does maintain
the population size and the population size can be decided
by varying the initial number of oligos.

* In hybridization-ligation method, the population size
decreases as reaction progress by a factor of the number
of components composing it in hybridization-ligation
method. As the problem size increases, the required initial
pool size increases dramatically. Moreover, initial pool
generation by POA requires fewer strands than hybridiza-
tion-ligation method to obtain similar amount of initial
pool DNA molecules because complementary strands are
automatically extended by polymerase.

* POA does not require phosphorylation of oligos, which is
a prerequisite for the ligation of oligos.

* POA demands less time than hybridization-ligation
method. Hybridization requires 1.5 h while ligation re-
quired more than 12 h. Hence, POA for 34 cycles requires
only 2 h. Therefore, POA is much more efficient and
economic method for initial pool generation.

In addition, based on our finding, the principle of hybridiza-
tion-ligation method is different than POA in the sense that
hybridization-ligation allows annealing of various length of
oligos. As an inherent property of hybridization is that the
longer the sequences are, the more likely they hybridize with
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Fig. 7. The example of the output of in vitro computation based on hybridiza-
tion-ligation without weight oligos. Lane M denotes the 20-bp ladder; lane 1 is
the product of PCR.

other oligos. However, based on DPLB-DNAC, if hybridiza-
tion-ligation method is employed, various lengths of oligos
should hybridize to generate all the candidate answers in
massively parallel fashion; therefore, hybridization-ligation
does not seem to be a good method for initial pool generation
of DPLB-DNAC. Hence, by employing POA, a shortcoming,
which is the biological influence contributed by the length of
the oligos, could be eliminated efficiently. In this research,
however, we proved that for such a small input graph as shown
in Fig. 3, hybridization-ligation is also able to generate the
initial pool generation of DPLB-DNAC as POA, without
degrading the correctness of in vitro computation, but the
hybridization-ligation method needs additional input, which
are weight oligos in order to generate successfully all the can-
didate paths. The correct output of the computation is difficult
to achieve if the in vitro computation is done without weight
oligos as shown in Fig. 7.

Note that in this research, conventional PCR is frequently
used to amplify exponentially DNA molecules of interest in a
solution. Based on conventional PCR, the innovation of real-
time PCR technique gaining rapid popularity and played crucial
role in molecular medicine and clinical diagnostics. Real-time
PCR requires fluorescence reporter such as hydrolysis probes,
moelcular beacon, and hybridization probes, and the real-time
amplification can be done on a real-time PCR instrument such
as LightCycler. Since the in vitro amplification can be moni-
tored in real-time, this is a considerable advantage of real-time
PCR over the conventional PCR. In future research, the use of
real-time PCR will be investigated to advance the DNA com-
puting from an experimental point of view.
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VII. CONCLUSION

An experimental comparison between hybridization-ligation
method and POA for an initial pool generation of DPLB-DNAC
is done and presented in this paper. Based on the comparison,
both of the methods could be used for initial pool generation of
DPLB-DNAC without degrading the correctness of the in vitro
computation. This finding is proven by experimental results,
where the correct answer of the shortest path computation has
been successfully visualized by gel electrophoresis. However,
as opposed to POA, the hybridization-ligation method needs
additional input for initial pool generation, which is the oligos
for weight. Even though both methods of initial pool genera-
tion are usable, since POA offers a lot of advantages over hy-
bridization-ligation method, POA should be selected, especially
if bigger size of problem is considered for in in vitro.
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