
 

 

 

CLASSIFICATION OF BREAST CANCER MICROARRAY DATA USING 

RADIAL BASIS FUNCTION NETWORK 

 

 

 

 

 

 

 

 

 

 

 

UMI HANIM BINTI MAZLAN 

 

 

 

 

 

 

 

 

 

 

 

 

UNIVERSITI TEKNOLOGI MALAYSIA 

 



 

 

 
 
 
 
 

CLASSIFICATION OF BREAST CANCER MICROARRAY DATA USING 

RADIAL BASIS FUNCTION NETWORK 

 

 

 

 

 

UMI HANIM BINTI MAZLAN 

 

 

 

 

 

A project report submitted in partial fulfillment of the 

requirements for the award of the degree of 

Master of Science (Computer Science) 

 

 

 

 

 

Faculty of Computer Science and Information Systems 

Universiti Teknologi Malaysia 

 

 

 

 

 

October 2009 

 



iii 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

To my beloved dad, my lovely mum and my precious siblings  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



iv 
 

 
 
 
 

 
ACKNOWLEDGMENT 

 

 

 

 

 

In the name of Allah, Most Gracious, Most Merciful 
 
 

 Praise to The Almighty, Allah S.W.T for giving me the strength and passion 

towards completing this research throughout the semester. By His willing and bless, I 

had managed to complete my work within the period given.  

   

First of all, my thanks go to Dr. Puteh Bt Saad, who responsible as my Master 

Project’s supervisor for her guidance, counsels, motivation, and most importantly for 

sharing her thoughts with me.  

 

 My deepest thanks go to my lovely family for their endless prayers, love and 

support. Their moral supports that always right by my side had been the inspiration 

along the journey and highly appreciated.  

 

 I would also like to extend my heartfelt appreciation to all my friends for 

their valuable assistance and friendship.         

 

May Allah S.W.T repay all their sacrifices and deeds with His Mercy and Bless.  

 
 
 
 
 
 
 
 
 



v 
 

 
 
 
 

 
ABSTRACT 

 

 

 

 

 

 Breast cancer is the number one killer disease among women worldwide. 

Although this disease may affect women and men but the rate of incidence and the 

number of death is high among women compared to men. Early detection of breast 

cancer will help to increase the chance of survival since the early treatment can be 

decided for the patients who suffer this disease. The advent of the microarray 

technology has been applied to the medical area in term of classification of cancer 

and diseases. By using the microarray, thousands of genes expression can be 

determined simultaneously. However, this microarray suffers several drawbacks such 

as high dimensionality and contains irrelevant genes. Therefore, various techniques 

of feature selection have been developed in order to reduce the dimensionality of the 

microarray and also to select only the appropriate genes. For this study, the 

microarray breast cancer data, which is obtained from the Centre for Computational 

Intelligence will be used in the experiment. The Relief-F algorithm has been chosen 

as the method of the feature selection. As the comparison, another two methods of 

feature selection which are Information Gain and Chi-Square will also be used in the 

experiment. The Radial Basis Function, RBF network will be used as the classifier to 

distinguish between the cancerous and non-cancerous cells. The accuracy of the 

classification will be evaluated by using the chosen metric namely Receiver 

Operating Characteristic, ROC.  

 
 
 
 
 
 
 
 



vi 
 

 
 
 
 

 
ABSTRAK 

 

 

 

 

 

 Barah payudara merupkan pembunuh nombor satu di kalangan wanita di 

seluruh dunia. Walaupun penyakit ini boleh menyerang wanita dan lelaki namun 

kadar kejadian dan kematian adalah lebih tinggi di kalangan wanita berbanding 

lelaki. Pengesanan awal barah payudara boleh membantu meningkatkan peluang 

untuk hidup memandangkan rawatan awal boleh disarankan kepada pesakit yang 

menghidapi penyakit ini. Kemunculan teknologi mikroarray  telah diaplikasikan 

dalam bidang perubatan untuk pengkelasan bagi penyakit barah. Dengan 

menggunakan mikroarray, berjuta-juta pengekspresan gen boleh ditentukan secara 

serentak. Walaubagaimanapun, mikroarray ini berhadapan dengan beberapa 

kelemahan seperti mempunyai dimensi yang tinggi dan juga mengandungi gen-gen 

yang tidak relevan. Oleh sebab itu, pelbagai teknik pemilihan fitur telah dibangunkan 

bertujuan mengurangkan dimensi mikroarray dan hanya memilih gen-gen yang 

bersesuaian sahaja. Bagi kajian ini, data barah payudara mikroarray yang digunakan 

dalam eksperimen diperoleh dari Centre for Computational Intelligence. Algoritma 

ReliefF telah dipilih sebagai teknik untuk pemilihan fitur. Sebagai perbandingan, dua 

lagi teknik pemilihan fitur iaitu Information Gain dan Chi-square juga akan 

digunakan dalam eksperimen. Bagi membezakan di antara sel barah dan bukan 

barah, rangkaian Radial Basis Function, RBF, akan digunakan sebagai pengkelas. 

Ketepatan pengkelasan akan dinilai oleh metrik yang telah dipilih iaitu Receiver 

Operating Characteristic, ROC.  
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CHAPTER 1 

 

 

 

 

 

INTRODUCTION 

  

 

 

 

 

1.1 Introduction 

 

  

 Cancer or known as malignant neoplasm in medical term is the number one 

killer diseases in most of the countries worldwide. The number of deaths and people 

suffering with cancer are increasing year by year. This number will continue to 

increase with an approximate 12 million deaths in 2030 (Farzana Kabir Ahmad, 

2008).  This killer disease may affect people at all ages even fetuses and also the 

animals but the risk increases with age. According to the National Cancer Institute, 

cancer is defined as a disease causes by uncontrolled division of abnormal cells. 

Cancer cells are capable to invade other tissues and can spread through the blood and 

lymph systems to other parts of the body. 

  

 

 There are various factors that can cause cancer namely mutation, viral or 

bacterial infection, hormonal imbalances and others. Mutation can be classified into 

two categories which are chemical carcinogens and ionizing radiation. Carcinogens 

are the mutagen, substances that cause DNA mutations, which cause cancer. Tobacco 
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smoking which is accounted for 90 percent of lung cancer (Biesalski HK, Bueno de 

Mesquita B, Chesson A, et al., 1998) and prolonged exposure asbestos are the 

examples of the substances (O'Reilly KM, Mclaughlin AM, Beckett WS, Sime PJ, 

2007).  

  

 

 Radon gas which can cause cancer while prolonged exposure to ultraviolet 

radiation from the sun that can lead to melanoma and other skin malignancies 

(English DR, Armstrong BK, Kricker A, Fleming C,1997) are the sources of the 

ionizing radiation. Based on the experiment and epidemiological data, it shows that 

viruses become the second most important risk factor of the cancer development in 

human (zur Hausen H, 1991). Hormonal Imbalances can lead to cancer because 

some hormones are able to behave similarly like the non-mutagenic carcinogens. 

This condition may stimulate the uncontrolled cell growth.  

 

 

 Cancer can be classified into various types with various names which are 

mostly named based on the part of the body where the cancer originates (American 

Cancer Society). Lung cancer, breast cancer, ovary cancer, colon cancer are several 

examples of the common cancer types. Breast cancer is the disease which fears every 

woman since it is the number one killer cancer for woman. Breast cancer remains a 

major health burden since it is a major cause of cancer-related morbidity and 

mortality among female worldwide (Bray, D., and Parkin, 2004). 

 

 

 It has been reported that, each year, more than one million new cases of 

female breast cancer are diagnosed, worldwide (Ferlay J, Bray F, Pisani P, Parkin 

DM, 2001). In United States of America, an estimated 192,370 new cases of invasive 

breast cancer and an estimated 40,610 breast cancer death are expected in 2009 

(American Cancer Society, 2009). The following figure shows the percentage of ten 

most cancers in female in Malaysia from 2003 to 2005. From the figure, significant 

shows that breast cancer hold the highest percentage among all the cancers in female. 
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 As discussed in this part, it is proven that breast cancer is one of the main 

health problems. A lot of researches done to study the best way to prevent, detect and 

treat the breast cancer in order to reduce the number of deaths. This research also 

study about detection of breast cancer using the microarray data. The microarray data 

of the breast cancer will be classified to determine whether it is benign (non-

cancerous) or malignant (cancerous) using Radial Basis Function, RBF, after doing 

the feature selection. 

 

 

 
 

Figure 1.1: Ten most frequent cancer in females, Peninsular Malaysia 2003-2005 

(Lim, G.C.C., Rampal, S., and Yahaya, H., 2008) 

 

 

 

 

 

1.2 Problem Background 

 

 

 This project will use the microarray data of breast cancer. According to 

Tinker et al., 2006, microarray has become a standard tool in many genomic research 

laboratories because it has revolutionized the approach of biology research. Now, 

scientist can study thousand of genes at once instead of working on a single gene 
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basis. However, microarray data are often overwhelmed, over fitting and confused by 

the complexity of data analysis. Using this overwhelmed data during classification 

will lead to the increase of the dimensionality of the classification problem presents 

computational difficulties and introduces unnecessary noise to the process.  

 

 

 Other than that, due to improper scanning, it also contains multiple missing 

gene expression values. In addition, mislabeled data or questioned tissues result by 

experts also the drawback of microarray that decreases the accuracy of the results 

(Furey et al., 2000). However, feature selection can be utilized to filter the 

unnecessary genes before the classification stage is implemented. Based on Farzana 

Kabir Ahmad, 2008, (cited from Ben-Dor et al., 2000; Guyon et al., 2002; Li, Y. et 

al., 2002; Tago & Hanai, 2003 ) in many large scale of gene expression data analysis, 

feature selection has become a prior step  and a pre-requisite. The high reliance of 

this gene selection technique is due to its important purpose that requires small sets 

of genes in order to informatively sufficient to differentiate between cancerous and 

non-cancerous cells. 

 

 

 

 

 

1.3 Problem Statement 

 

  

The main issue in the classification of microarray data is the presence of 

noise and irrelevant genes. According to Liu and Iba, 2002, many genes are not 

relevant to differentiate between classes and caused noise in the process of 

classification. Hence, this will lead to the drowning out of the relevant ones Shen et 

al., 2007. Therefore, the prior step before doing the classification which is feature 

selection is important in order to reduce the huge dimension of microarray data. 
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1.4 Objectives of the Projects 

 

 

 The aim of the project is to classify a selected significant genes from 

microarray breast cancer data. In order to achieve the aim, the objectives are as 

follows: 

  

i. To select significant features from microarray data using a suitable 

feature selection technique. 

ii. To classify the selected features into non-cancerous and cancerous using 

Radial Basis Function network. 

iii. To evaluate the performance of the classifier using Receiver Operating 

Characteristic, ROC. 

 

 

 

 

 

1.5 Scopes of the Project 

 

 

 This project will use a breast cancer microarray data which is obtained from 

Centre for Computational Intelligence. This data originates from the Zhu, Z., Ong, 

Y.S., and Dash, M., (2007). The dataset contains of 97 instances with 24481 genes 

and 2 classes.  
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1.6 Importance of the Study 

 

 

            Early detection of breast cancer can help to avoid the cancer from getting 

worse and eventually leads to the decreasing of the rate of death. Mammogram is one 

of the tools that can detect early stage of breast cancer. However, biopsy is needed in 

order to confirm the present of the malignant (cancerous) tissue that cannot be 

performed by the mammogram. From this biopsy process the microarray data will be 

obtained. 

 

 

 As discussed in the problem background there are several drawbacks of 

microarray data. However, it can be solved by implementing the feature selection 

before it can proceed to the classification. In this study, several feature selection will 

be studied before choosing the most suitable method. Feature selection is very 

important since it will determine the accuracy of the result after the classification. 

 

 

 The accuracy of the result is also important because it will classify between 

the cancerous and non-cancerous. Since the purpose of biopsy is to confirm the 

presence of the cancer cells after the early detection, the confirmation must not take a 

long time. The best feature selection method must be used before classifying the 

microarray data in order to reduce the time and produce the accurate result.  

 

 

 Through this project, the best feature selection method will be selected and 

implemented to microarray data before it will be classified. The performance of the 

classifiers will be evaluated based on the suitable metric. The result of this study will 

be discussed in order to give the information for the future research in breast cancer 

area.  

 

 

 

 



7 
 

1.7 Summary 

 

 

As a conclusion, this chapter discusses the overview of the project. This 

project will classify the breast cancer microarray data using the Radial Basis 

Function to two classes namely benign (non-cancerous) and malignant (cancerous). 

Feature selections will be studied and the best method will be chosen to implement 

the microarray data before the classification.
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