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ABSTRACT 

 

 

 

 

 

Recent advances in biotechnology such as microarray, offer the ability to 

measure the levels of expression of thousands of genes in parallel.  Analysis of 

microarray data can provide understanding and insight into gene function and 

regulatory mechanisms.  This analysis is crucial to identify and classify cancer 

diseases.  Recent technology in cancer classification is based on gene expression 

profile rather than on morphological appearance of the tumor.  However, this task is 

made more difficult due to the noisy nature of microarray data and the overwhelming 

number of genes.  Thus, it is an important issue to select a small subset of genes to 

represent thousands of genes in microarray data which is referred as informative 

genes.  These informative genes will then be classified according to its appropriate 

classes.  To achieve the best solution to the classification issue, we proposed an 

approach of minimum Redundancy-Maximum Relevance feature selection method 

together with Probabilistic Neural Network classifier.  The minimum Redundancy-

Maximum Relevance feature selection method is used to select the informative genes 

while the Probabilistic Neural Network classifier acts as the classifier.  This approach 

has been tested on a well-known cancer dataset which is Leukemia.  The results 

achieved shows that the gene selected had given high classification accuracy. This 

reduction of genes helps take out some burdens from biologist and better 

classification accuracy can be used widely to detect cancer in early stage.    
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ABSTRAK 

 

 

 

 

 

 Kemajuan terkini dalam bioteknologi, contohnya mikroarray, membolehkan 

tahap pengekspresan beribu-ribu gen diukur secara selari.  Penganalisaan dari data 

mikroarray dapat memberikan pemahaman dan pengetahuan berkenaan fungsi 

sesuatu gen dan mekanisma pengaturannya.  Penganalisaan ini adalah penting untuk 

mengenalpasti dan mengkelaskan penyakit-penyakit kronik terutama sekali penyakit 

kanser.  Teknologi yang digunakan baru-baru ini dalam pengkelasan kanser adalah 

berdasarkan kepada maklumat dari pengekspresan gen berbanding kemunculan 

tumor itu secara fizikal.  Walaubagaimanapun, tugas ini menjadi sukar kerana 

kewujudan pelbagai gangguan (noise) dalam pemprosesan data mikroarray dan juga 

jumlah bilangan gen yang sangat banyak.  Oleh itu, ianya merupakan satu isu penting 

untuk memilih hanya sebilangan kecil gen daripada ribuan gen dalam data 

mikroarray dan ini dipanggil sebagai gen bermaklumat.  Gen bermaklumat ini akan 

dikelaskan berdasarkan kelasnya yang sesuai.  Untuk mencapai penyelesaian yang 

terbaik bagi permasalahan ini, kami mancadangkan pendekatan kaedah pemilihan 

gen iaitu ‘minimum Redundancy-Maximum Relevance’ bersama dengan pengkelas 

‘Probabilistic Neural Network’. ‘minimum Redundancy-Maximum Relevance’ 

digunakan untuk memilih gen-gen bermaklumat itu manakala ‘Probabilistic Neural 

Network’ bertindak sebagai pengkelas.  Kaedah ini telah  diuji ke atas sejenis 

penyakit kanser iaitu Leukimia.  Keputusan eksperimen yang diperolehi sangat 

memuaskan dan ini dapat membantu kerja pakar-pakar biologi serta memberi 

harapan kepada masyarakat bagi mengesan kanser di peringkat awal. 
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CHAPTER 1 

 

 

 

 

 

INTRODUCTION 

 

 

 

 

 

1.1    Introduction 

 

 

 Every living organism has discrete hereditary units known as genes. Each 

gene provides some function or mechanism either by itself or it will combine with 

other genes that will eventually producing some property of its organism. Genome is 

a complete set of genes for an organism and is said as the ‘library” of genetic 

instruction that an organism inherits (Campbell and Reese, 2002). Each gene is made 

of deoxyribonucleic acid (DNA) molecule which consists of two long strands that 

tightly wound together in a spiral structure known as double helix (Amaratunga and 

Cabrera, 2004). Along each of these strands located various form of genes that 

differs by its sequences for each organism. This makes each organism unique and 

different from each other. The DNA molecule of an organism is located in a cell. A 

cell is the fundamental units of all living organism and it contains many substructure 

such as nucleus, cytoplasm and plasma membrane. The nucleus is where DNA is 

embedded. Genes in DNA is expressed by transferring its coded information into 

proteins that dwell in the cytoplasm. This process is called as gene expression 

(Russell, 2003). There are several experimental techniques to measure gene 
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expression such as expression vector, reporter gene, northern blot, fluorescent 

hybridization, and DNA microarray.  

 

 

DNA microarray technology allows the simultaneous measurement of the 

expression level of a great number of genes in tissue samples (Paul and Iba, 2005). It 

yields a set of floating point and absolute values. Many explored on classification 

methods to recognize cancerous and normal tissues by analyzing microarray data.  

The microarray technology typically produces large datasets with expression values 

for thousands of genes (2000-20000) in a cell mixture, but only few samples are 

available (20-80) (Huerta et al.). 

 

 

 This study is focused on gene selection and classification of DNA microarray 

data in order to identify tumor samples from normal samples. Gene selection is a 

process where a set of informative genes is selected from the gene expression data in 

a form of microarray dataset. This process helps improve the performance of the 

classifier. On the other hand, classification is a process to classify microarray data in 

several classes that have its own characteristics. There are several techniques that 

have been used in gene selection such as ReliefF Algorithm, Information Gain, 

minimum Redudancy Maximum Relevance (mRMR) and Chi Square. For 

classification of microarray data, a few techniques have been applied in the 

bioinformatics field to classify the highly dimensional data. These techniques include 

Random Forest, Naïve Bayes and Probabilistic Neural Network (PNN).   

 

 

 The proposed method involved two stages where the first stage is the gene 

selection stage and the second one would be the classification stage. In gene 

selection method, the technique chosen is a technique called minimum Redundancy-

Maximum Relevance (mRMR) feature selection and will be compared to three other 

method namely ReliefF, Information Gain and Chi Square. mRMR is a feature 

selection framework that was introduced by Ding and Peng in 2005. They 

supplement the maximum relevance criteria along with minimum redundancy criteria 

to choose additional features that are maximally dissimilar to already identified ones. 
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This can expand the representative power of the feature subset and help improves 

their generalization properties. The classification problem will be handled by 

Probabilistic Neural Network (PNN) technique. PNN has been widely used in 

solving classification problems. This is because it can categorize data accurately 

(Nur Safawati Mahshos, 2008). Both techniques will be assessed on a bench mark 

cancer dataset which is Leukemia (Golub et al, 1999).  

 

 

 

 

 

1.2    Background of the Problem 

 

 

 Cancer is a killer disease to everyone worldwide. There are at least 100 

different types of cancer that has been identified. Traditionally cancer is diagnosed 

based on the microscopic examination of patients’ tissue. This kind of diagnosis may 

fail when dealing with unusual or atypical tumors. Currently, cancer diagnosis is 

based on clinical evaluation and also referring to medical history and physical 

examination. This diagnosis takes a long time and might however limit the finding of 

tumor cell especially in early tumor detection (Xu and Wunsch, 2003). If tumor cell 

is found in its critical stage, then it might be too late to cure the patient.  

 

 

 Thus, classification for cancer diseases has been widely carried out for the 

past 30 years. Unfortunately, there has been no general or perfect approach to 

identify new classes or assigning tumors to known classes. This happens because 

there are various ways that can cause cancer and too many types of cancer that 

sometimes difficult to distinguish. By depending on morphological appearance of 

tumors, it is hard to discriminate between two similar types of cancer (Golub et al, 

1999).  
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 In order to overcome the above issues, a new technique based on cancer 

classification has been introduced. The technique employs an advanced microarray 

technology that measures simultaneously the expression level of a great number of 

genes in tissue samples. Nevertheless, this technique contributes to a new problem 

whereby there exist a numerous number of irrelevant genes or overlapping of genes. 

Hence, selection and classification must be done in order to select the most 

significant genes from a pool of irrelevant genes and noises.  

 

 

Nowadays, there are a lot of selection and classification techniques that has 

already been studied and developed to help in better classification of microarray data. 

Among these techniques, there are a few that gives promising result such as mRMR, 

ReliefF, Information Gain and Chi Square for gene selection and PNN classification. 

mRMR is chosen as the primary technique for gene selection since this technique are 

proposed originally for gene selection (Ding and Peng, 2003). The advantage of this 

technique is it focuses on redundancy of genes together with the relevance of genes. 

Unlike other techniques; ReliefF (Kononenko, 1994), Information Gain (Cover and 

Thomas, 1991) and Chi Square (Zheng et al, 2003), they were firstly proposed only 

for general feature selection, rather than genes. For comparison, these four 

techniques are used to select genes in order to measure the performance.  

 

 

As for classification, the technique chosen in this research is Probabilistic 

Neural Network (PNN) classifier. PNN has been use in many studies of feature 

classification (Pastell and Kujala, 2007; Shan et al, 2002). These studies have proved 

that PNN yield better result in classification accuracy compared to other existing 

classifiers. Thus, this research combines a few feature selection methods together 

with PNN classifier to classify microarray data according to its classes.  
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1.3    Problem Statement 

 

 

 The challenging issue in gene expression classification is the enormous 

number of genes relative to the number of training samples in gene expression 

dataset. Not all genes are relevant to distinguish between different tissue types 

(classes) and introduced noise (Liu and Iba, 2002) in the classification process and 

thus it drowns out the contribution of the relevant genes (Shen et al, 2007). On top of 

that, a major goal of diagnostic research is to develop diagnostic procedures based on 

inexpensive microarrays that have adequate number of genes to detect diseases. 

Hence, it is crucial to recognize whether a small number of genes will be sufficient 

enough for gene expression classification.  

 

 

 

 

 

1.4    Objectives of Research 

 

 

 The aim of this research is to select a set of meaningful genes using a 

minimum Redundancy-Maximum Relevance feature selection technique and to 

classify them using Probabilistic Neural Network.  In order to achieve aim, the 

following objectives must be fulfilled: 

 

1. To select a set of meaningful genes using Minimum Redundancy-Maximum 

Relevance (mRMR), Information Gain, ReliefF and Chi Square. 

2. To evaluate the effectiveness of feature selection method using Probabilistic 

Neural Network (PNN) classifier. 

3. To compare the performance of mRMR as feature selection method using 

PNN, Random Forest, and Naïve Bayes classifiers.  
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1.5    Scope of Research 

 

 

 The scope of study is stated as below: 

 

• mRMR, ReliefF, Information Gain and Chi Square is utilized for gene 

selection. 

• PNN technique is used for gene expression classification. 

• Leukemia microarray dataset is used for testing  (Data source: Weka 

Software Package, http://www.cs.waikato.ac.nz/ml/weka/) 

• 10-fold cross validation is utilized to perform the validation. 

• The tools used are Matlab, Knime, Weka and IOS GeneLinker 

 

 

 

 

 

1.6    Importance of the Study 

 

 

 This study is carried out to aid in classification of cancer diseases. Cancer 

diseases are lethal to human. Several methods have been conducted to detect this 

deadly disease. Unfortunately, the time taken is too long to confirm that someone has 

the disease. This is due to the symptoms that can only be seen after a very long time 

and by the time, cancer level has reached a critical stage.  

 

 

 Common examination of patients require weekly checkup to precisely 

identify the presence of the disease. Due to the long term of examination, the disease 

might get more critical without exact cure or treatment. The advanced technology of 

microarray lessens the burden among medical staffs. The microarray of human genes 

can be used to detect cancer diseases earlier. 
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 Despite the fact that microarray technology is said has the capability to solve 

the problems, but unfortunately this technology requires an excellent technique to 

select only the best subset of all genes to give enough information about a particular 

cancer disease. This is due to the overwhelming number of genes produce by 

microarray in a few sample sizes. 

 

 

 Thus, by doing this research, the best approach can be achieved to solve the 

problems in gene selection and classification. The idea was to apply the minimum 

Redundancy-Maximum Relevance feature selection technique (compared with other 

feature selection techniques) together with Probabilistic Neural Network to give a 

tremendous result in a short time. This research provides knowledge in the field of 

bioinformatics and it gives benefit in medical area. Apart from that, it helps saving 

human life by detecting cancer disease in early stage.  
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