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ABSTRACT 

Advances in molecular biology in the past years have yielded an 

unprecedented amount of new protein sequences. The resulting sequences describe a 

protein in terms of the amino acids that constitute them without structural or 

functional protein information. Therefore, remote protein homology detection and 

fold recognition algorithms have become increasingly important to detect the 

structural homology in proteins where there are small or no similarity at all in the 

sequences compared. However, it is a challenging task to detect and classify this 

similarity with more biological meaning in the context of Structural Classification of 

Proteins (SCOP) database. This study presents a new computational framework 

based on two-layer SVM classifier that uses protein sequences as a primary source. 

The first layer is used to detect up to superfamily level in the SCOP hierarchy using 

one-versus-all SVM binary classifiers and the Bio-kernel function. The second layer 

uses SVM with fold recognition codes and the profile-string kernel to leverage the 

unlabeled data and to detect up to fold level in the SCOP hierarchy. The proposed 

framework is tested using SCOP 1.53, 1.67 and 1.73 datasets and the results are 

evaluated using mean Receiver Operating Characteristics (ROC) and mean Median 

Rate of False Positives (MRFP). In terms of mean ROC, the experiment shows 

4.19% improvement in SCOP 1.53 dataset, 4.75% in SCOP 1.67 dataset and 4.03% 

in SCOP 1.73 dataset compared to the existing SVM-based classifiers and kernel 

functions. This result shows that the proposed framework is capable to perform well 

using different versions of datasets and has outperformed existing methods, which 

implies the reliability of the framework. 



ABSTRAK 

Kemajuan dalam bidang biologi molekul kebelakangan ini telah menghasilkan 

banyak jujukan protein yang baru. Jujukan yang dihasilkan terdiri daripada asid amino dan 

tidak mengandungi maklumat struktur dan fungsi bagi protein tersebut. Justeru, pengesanan 

homologi protein yang jauh dan pengecaman lipatan protein menjadi keperluan yang penting 

bagi mengesan struktur homologi sesuatu protein di mana wujud sedikit persamaan atau 

tiada persamaan di dalam jujukan protein tersebut. Walau bagaimanapun, adalah satu tugas 

yang mencabar untuk mengesan dan mengelaskan protein dengan menggabungkan maklumat 

biologi iaitu evolusi protein berdasarkan kepada hierarki Struktur Pengelasan Protein 

(SCOP). Kajian ini mencadangkan satu rangka kerja yang baru berasaskan kepada 

pengelasan dua-lapisan Mesin Sokongan Vektor (SVM) yang menggunakan jujukan protein 

sebagai sumber utama. Lapisan pertama berfungsi untuk mengesan hingga ke peringkat 

superfamili berasaskan hierarki SCOP menggunakan pengelasan binari dan fungsi Kernel-

Bio. Lapisan kedua pula menggunakan SVM bersama kod pengecaman lipatan dan profil 

rentetan kernel bagi mengurangkan data yang tidak berlabel dan mengesan sehingga 

peringkat lipatan protein dalam hierarki SCOP. Rangka kerja ini diuji menggunakan set data 

SCOP 1.53, 1.67 dan 1.73 serta hasilnya dinilai menggunakan purata Penerima Operator 

Karakter (ROC) dan purata Positif Palsu Berkadar Median (MRFP). Keputusan yang 

diperolehi menunjukkan peningkatan 4.19% pada SCOP 1.53, 4.75% pada SCOP 1.67 dan 

4.03% pada SCOP 1.73 berbanding kaedah-kaedah SVM dan fungsi kernel yang lain. Ini 

menunjukkan rangka kerja yang dicadangkan menghasilkan prestasi yang lebih baik 

daripada kaedah lain menggunakan versi data yang berbeza-beza, yang mana ini 

membuktikan kebolehpercayaan rangka kerja yang dicadangkan.



 

TABLE OF CONTENTS 

CHAPTER TITLE PAGE 

 

 DECLARATION ii 

 DEDICATION iii 

 ACKNOWLEDGEMENTS iv 

 ABSTRACT v 

 ABSTRAK vi 

 TABLE OF CONTENTS vii 

 LIST OF TABLES x 

 LIST OF FIGURES xii 

 LIST OF ABBREVIATIONS xiv 

   

   

1 INTRODUCTION 1 

   

 1.1 Background 1 

 1.2 Methods for Detecting Remote Protein Homology and Fold 

Recognition 

3 

 1.3 Statement of the Problem 5 

 1.4 Challenges of Detecting Remote Protein Homology and 

Fold Recognition 

5 

 1.5 Objectives of the Study 7 

 1.6 Significance and Scope of the Study 7 



ii 

 

 1.7 Organization of the Thesis 9 

 

2 LITERATURE REVIEW   10 

   

 2.1 Introduction   10 

 2.2 Protein    11 

 2.3 Remote Protein Homology Detection   13 

 2.4 Fold Recognition   17 

 2.5 Classification Algorithms 22 

 2.6 Multi-Layer Classifiers 24 

 2.7 Kernel Function 26 

 2.8 Trends and Tendencies 28 

 2.9 Summary 30 

    

3 RESEARCH METHODOLOGY 31 

   

 3.1 Introduction 31 

 3.2 The Proposed Computational Framework 32 

 3.3 Data Sources 34 

  3.3.1 Experimental Datasets 35 

 3.4 Scaling 36 

 3.5 Instruments and Data Analysis 37 

  3.5.1 Hardware and Software Requirements 37 

  3.5.2 Testing and Analysis 37 

  3.5.3 Performance Measurement 38 

 3.6 Summary 39 

    

4 TWO-LAYER SVM CLASSIFIERS 41 

   

 4.1 Introduction 41 

 4.2 Proposed Methods 43 

  4.2.1 First Layer Classifier 43 

   4.2.1.1 Classification 44 



iii 

 

   4.2.1.2 Ordinal Regression 45 

  4.2.2 Second Layer Classifier 46 

   4.2.2.1 Fold Recognition Codes 47 

 4.3 Evaluation Measurement 47 

 4.4 Results and Discussions 48 

 4.5 Summary 57 

    

5 INCORPORATING BIOLOGICAL INFORMATION USING 

BIO-KERNEL IN TWO-LAYER SVM CLASSIFIER  

58 

   

 5.1 Introduction 58 

 5.2 Method 60 

  5.2.1 Dataset Pre-processing and Scaling 60 

 5.3 Two-Layer SVM 62 

  5.3.1 First Layer Classifier 62 

  5.3.2 Second Layer Classifier 64 

 5.4 Kernel Function 66 

  5.4.1 Bio-Kernel 66 

  5.4.2 Profile Kernel 68 

 5.5 Fold Recognition Codes 69 

 5.6 Evaluation Measures 70 

 5.7 Results and Discussions 71 

 5.8 Summary 81 

    

6 CONCLUSION 82 

   

 6.1 Concluding Remarks 82 

 6.2 Contributions 85 

 6.3 Future Works 86 

   

REFERENCES 87 

  



iv 

 

LIST OF TABLES 

TABLE NO. TITLE PAGE 

   

2.1 The twenty different amino acids that occur in proteins 12 

2.2 Remote protein homology method approaches and related 
tools 

17 

2.3 Fold recognition method approaches and references 21 

3.1 Datasets used in the study 35 

4.1 Mean ROC for different methods for family and 
superfamily using SCOP 1.53 

49 

4.2 Mean MRFP for different methods for family and 
superfamily using SCOP 1.53 

51 

4.3 Mean ROC for different methods for family and 
superfamily using SCOP 1.67 

53 

4.4 Mean MRFP for different methods for family and 
superfamily using SCOP 1.67 

54 

4.5 Mean ROC for different methods for family and 
superfamily using SCOP 1.73 

55 

4.6 Mean MRFP for different methods for family and 
superfamily using SCOP 1.73 

56 

5.1 Datasets used in the study 73 

5.2 Mean ROC for different methods for family and 
superfamily using SCOP 1.53 

73 

5.3 Mean MRFP for different methods for family and 
superfamily using SCOP 1.53 

74 

5.4 Mean ROC for different methods for family and 
superfamily using SCOP 1.67 

74 



v 

 

5.5 Mean MRFP for different methods for family and 
superfamily using SCOP 1.67 

75 

5.6 Mean ROC for different methods for family and 
superfamily using SCOP 1.73 

78 

5.7 Mean MRFP for different methods for family and 
superfamily using SCOP 1.73 

79 

5.8 Statistical significance of BioSVM-2L in term of mean 
ROC in difference layer on dataset 1.53 at significance 
level 0.05 

80 

5.9 Statistical significance of BioSVM-2L in term of mean 
ROC in difference layer on dataset 1.67 at significance 
level 0.05 

80 

5.10 Statistical significance of BioSVM-2L in term of mean 
ROC in difference layer on dataset 1.73 at significance 
level 0.05 

80 



vi 

 

LIST OF FIGURES 

FIGURE NO. TITLE PAGE 

   

2.1 Different amino acids join together to form a part of 
proteins 

11 

2.2 Example of protein sequence 13 

2.3  Discriminative homology detection model 14 

2.4 Models for protein folding 20 

3.1 The proposed computational framework 33 

4.1 Mean ROC for different methods for family and 
superfamilies using SCOP 1.53 

50 

4.2 Mean MRFP for different methods for family and 
superfamilies using SCOP 1.53 

51 

4.3 Mean ROC for different methods for family, superfamily 
and fold using SCOP 1.67 

53 

4.4 Mean MRFP for different methods for family, superfamily 
and fold using SCOP 1.67 

54 

4.5 Mean ROC for different methods for family, superfamily 
and fold using SCOP 1.73 

55 

4.6 Mean MRFP for different methods for family, superfamily 
and fold using SCOP 1.73 

56 

5.1 The dataset pre-processing and scaling steps 61 

5.2 Algorithm for training classification using SVM in first 
layer classifier 

63 

5.3 Algorithm to learn code weighting 65 



vii 

 

5.4 Results for remote protein homology detection in term of 
mean ROC using dataset SCOP 1.53 

75 

5.5 Results for remote protein homology detection in term of 
mean MRFP using dataset SCOP 1.53 

76 

5.6 Result for remote protein homology detection and fold 
recognition in term of mean ROC using dataset SCOP 1.67 

76 

5.7 Result for remote protein homology detection and fold 
recognition in term of mean MRFP using dataset SCOP 
1.67 

77 

5.8 Result for remote protein homology detection and fold 
recognition in term of mean ROC using dataset SCOP 1.73 

78 

5.9 Result for remote protein homology detection and fold 
recognition in term of mean MRFP using dataset SCOP 
1.73 

79 

   

 



viii 

 

LIST OF ABBREVIATIONS 

3D - Three-Dimensional 

AIDS - Acquired Immune Deficiency Syndrome 

CPU - Central Processing Unit 

DNA 

FDA 

- 

- 

Deoxyribonucleic Acid 

Food and Drug Administration 

FN - False Negative 

FP - False Positive 

HMM 

HIV 

kDa 

- 

- 

- 

Hidden Markov Model 

Human Immunodeficiency Virus 

Kilo Dalton 

kNN - k-Nearest Neighbor 

MRFP - Median Rate of False Positives 

NB - Naive Bayesian 

NIC - Network Interface Card 

NMR 

OSH 

- 

- 

Nuclear Magnetic Resonance 

Optimal Separating Hyperplane 

NN - Neural Network 

PC - Personal Computer 

PDB - Protein Data Bank 

RAM 

RBF 

- 

- 

Random Access Memory 

Radial Basis Function 

ROC - Receiver Operating Character 

RQA - Recurrence Quantitative Analysis 

SCOP - Structural Classification of Proteins 



ix 

 

SuSE - Software und System Entwicklung 

SVM - Support Vector Machines 

SW - Smith-Waterman 

TN -  True Negative 

TP - True Positive 

TPR - True Positive Rate 

FPR - False Positive Rate 

WCM - Word Correlation Matrices 

 



CHAPTER 1 

INTRODUCTION 

1.1 Background 

 

 

Advances in molecular biology in past years like large-scale sequencing and 

the human genome project, have yielded an unprecedented amount of new protein 

sequences. The resulting sequences describe a protein in terms of the amino acids 

that constitute it and no structural or functional protein information is available at 

this stage. To a degree, this information can be inferred by finding a relationship or 

known as homology between new sequences and proteins for which structural 

properties are already known. Protein classification is the prediction of a protein’s 

structural class from its primary sequence of amino acids. This prediction problem is 

fundamental in computational biology for a number of reasons. First, a protein’s 

structure is closely linked to its biological function, so knowledge of the structural 

category can allow the improvement of the prediction of protein function. Moreover, 

experimental methods for determining the full three dimensional (3D) structure of a 

protein such as traditional laboratory methods of protein homology detection depend 

on lengthy and expensive procedures like X-Ray Crystallography and Nuclear 

Magnetic Resonance (NMR). Second, prediction of a protein sequence’s structural 

class enables the selection of a template structure from the protein database, which 
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can then be used with various comparative modeling techniques to predict a full 3D 

structure for the protein sequence. Predicted structures are important for more 

detailed biochemical analysis and in particular for drug design (Heather and 

McCammon, 2000).  

 

 

Since using these procedures is unpractical for the amount of data available, 

researchers are increasingly relying on computational techniques to automate the 

process. Accurately detecting homologs at low levels of sequence similarity or 

known as remote homology detection still remains a challenging problem to 

biologists. Remote protein homology detection refers to detection of structural 

homology in proteins where there are small or no similarity in the sequence. The 

remote protein homology detection is a classic problem and it aims to identify for a 

given protein or protein family from a large database of sequences, all distantly 

protein sequences are related. The principal idea behind homology is based on 

evolution; proteins that belong to the same family have evolutionary pressure to 

retain common regions associated with their biochemical function and maintenance 

of 3D fold. Fold recognition on the other hand is a key step in the protein structure 

discovery process, especially when traditional protein sequence comparison methods 

fail to yield convincing structural homologies. Although many methods have been 

developed for protein fold recognition, their accuracies remain low. This can be 

attributed to insufficient exploitation of fold discriminatory features. 

 

 

To detect protein structural classes from protein primary sequence 

information, homology-based methods have been developed, which can be divided to 

three types: discriminative classifiers (Jaakkola et al., 2000), generative models for 

protein families (Krogh et al., 1994) and pairwise sequence comparisons (Altschul et 

al., 1990). Discriminative classifiers show superior performance when compared to 

other methods (Altschul et al., 1990). On the other hand, classical approach in fold 

recognition can be divided to four approaches: sequence-sequence alignment 

methods (Thompson et al., 1994), sequence profile alignment method (Eddy, 1998), 

profile-profile alignment method (Sadreyev and Grishin, 2003) and sequence 

structure method (Xu et al., 2003).  
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The following section will describe details about the challenges that arise in 

remote protein homology detection and fold recognition, followed by a brief review 

of the current methods used in remote protein homology detection and fold 

recognition. The problem statement, objectives, significance and scope of the study 

will also be presented. The aim of this study is to improve the existing method of 

remote protein homology detection and extend it to fold recognition.  

1.2 Methods for Detecting Remote Protein Homology and Fold Recognition 

 

 

Basically, remote protein homology detection can be divided into three 

categories (the details are described in Chapter 2):  

 

(i) Generative model is used to extract the feature vectors, involves 

building a model for a single protein family and then evaluating each 

candidate sequence to see how well it fits the model. If the fit of the 

sequence is above some threshold value, then the protein is classified 

as belonging to the family. Examples of related works are Latent 

Semantic Analysis (LSA: Dong et al., 2006) and Hidden Markov 

Model (HMM: Bernardes et al., 2007).  

(ii) Pairwise sequence comparison model is used to arrange the primary 

sequences of protein in order to identify regions of similarity that may 

be a consequence of functional, structural, or evolutionary 

relationships between the sequences. Examples of related works are 

FORCE (Wittkop et al., 2007) and PDBalert (Agarwal et al., 2008).  

(iii) Discriminative classifier model is able to discriminate all the protein 

sequences into positive (label) and negative (unlabelled) members. It 

is easier to extend and deal with multiple object classes and to update 

with new training data. Example algorithms are Neural Network (NN: 
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Hochreiter et al., 2007) and Support Vector Machine (SVM: 

Rangwala and Karypis, 2005). 

 

 

The current methods for fold recognition on the other hand can be divided to 

four main approaches as below: 

 

(i) Sequence-sequence alignment methods are effective at detecting 

homologs with significant sequence identity (>40%). Examples of 

related tools are CLUSTALW (Thompson et al., 1994) and PALIGN 

(Ohlson et al., 2004). 

(ii) Sequence profile are more sensitive at detecting distant homologs 

with lower sequence identity (>20%). Examples of related tools are 

HMMER-hhmsearch (Eddy, 1998) and IMPALA (Schäffer et al., 

1999). 

(iii) Profile-profile are more sensitive at detecting distant homologs and 

comparable structures, and often achieve even better performance than 

sequence-structure alignment methods that leverage template 

structural information (Rychlewski et al., 2000). Examples of related 

tools are COMPASS (Sadreyev and Grishin, 2003) and HHSearch 

(So¨ding, 2005). 

(iv) Sequence-structure alignment methods (or threading) align query 

sequences with template structures and compute compatibility scores 

according to structural environment fitness and contact potentials. 

These methods are particularly useful for detecting proteins with 

similar folds but no recognizable evolutionary relationship. Examples 

of the related work are Fralanyzer (Harpreet and Daniel, 2007) and 

Prospect II (Kim et al., 2003).  
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1.3 Statement of the Problem 

 

 

The remote protein homology detection and fold recognition problem to be 

solved in this study can be described as follows: 

 

 

“Given protein sequences, the main problem is to classify the protein 

sequences into various levels of SCOP hierarchy and at the same time incorporates 

biological information in the classification using kernel function. The classification 

should provide higher mean Receiver Operating Character (ROC) and lower mean 

Median Rate of False Positives (MRFP), which indicate lower misclassification.”  

  

  

In order to solve the remote protein homology detection and fold recognition 

problems, two factors need to be considered. First, the holistic detection multi-layer 

classification should be able to detect not only family and superfamily, but also fold 

in Structural Classification of Proteins (SCOP: Andreeva et al., 2008) hierarchy. On 

the other hand, different kernel functions will give different result in remote protein 

homology detection and fold recognition. Therefore, kernel functions that consider 

all optimal local alignments score with gaps between all of their 

possible subsequences is the second factor to be studied. Thus, it will provide more 

accurate results of remote protein homology detection and fold recognition.  

 

 

 

 

1.4 Challenges of Detecting Remote Protein Homology and Fold Recognition 

 

 

The underlying protein classification problem is in fact a huge multi-layer 

problem, with over 1,000 protein folds and even more structural subcategories 

organized into a hierarchy. Even though highly accurate SVM-based binary 

classifiers can go a long way in addressing some of the biologist’s requirements, it is 
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still unknown how to best combine the predictions of a set of SVM-based binary 

classifiers to solve the multi-layer classification problem and assign a protein 

sequence to a particular family, superfamily or fold precisely. Moreover, it is not 

clear whether method that combine binary classifiers are inherently better suited for 

solving the remote homology detection and fold recognition problems over method 

that directly builds an SVM-based multi-layer classification model. Some proteins 

have a very similar structure but do not share significant sequence similarity. 

Meanwhile, some unrelated protein sequences do not share any structural similarity 

yet their protein sequences have a high similarity. Based on that, our first challenge 

that arises is on how to make an accurate holistic detection of remote protein 

homology and fold recognition in the context of SCOP protein classification, as the 

SCOP provides a comprehensive and detailed description of the evolutionary and 

structural relationships of the proteins of known structure. Within the SCOP 

classification, the problem of remote homology detection corresponds to the 

detection of superfamily of a particular protein sequence under the constraint that the 

protein is not similar to any of it descendant families. Whereas, the problem of fold 

recognition corresponds to that of predicting the fold under the constraint that the 

protein is not similar to any of it descendant superfamilies.  

 

 

A core component of an SVM is the kernel function. The kernel function can 

be thought as a measure of similarity between sequences (Saigo et al., 2004; 

Rangwala and Karypis, 2005). Different result performance will be achieved as 

different kernels correspond to different notions of similarity. Alignment score 

between sequences provides a relevant measure of similarity between protein 

sequences which incorporates biological information about the protein evolution. 

Thus, our next challenge is to incorporate biological information by implementing 

the kernel function which takes into account all local alignments. 
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1.5 Objectives of the Study 

 

 

The goal of this study is to develop a framework to detect remote protein 

homology and recognize fold. In order to achieve the goal, several objectives need to 

be accomplished: 

 

 

(i) To design a framework in order to detect remote protein homology 

and fold recognition using SVM based classifier.  

(ii) To develop algorithm named SVM-2L, which based on multi-layer 

classification using SVM to predict and classify accurately the protein 

to various levels of protein group based on SCOP hierarchy.  

(iii) To develop BioSVM-2L algorithm, by improving SVM-2L with local 

alignment kernel function for the SVM in order to incorporate the 

biological information in the classification process.  

(iv) To test the stability of the algorithms using three different versions of 

SCOP datasets (1.53, 1.67 and 1.73).  

 

 

 

 

1.6 Significance and Scope of the Study 

 

 

Protein homology refers to homology between different proteins, that is the 

proteins are derived from a common “ancestor”. The proteins may be in different 

species, with the ancestral protein being the form of the protein that existed in the 

ancestral species (orthology). Or the proteins may be in the same species, but have 

evolved from a single protein whose gene was duplicated in the genome (parology). 

The complete repository of known protein structures, deposited in the Protein Data 

Bank (PDB: Berman et al., 2002), contains just 27,000 structures, while there are 

about 1.5 million protein sequences in the Non-redundant Database (Pruitt et al., 

2007) of protein sequences. Therefore, the classification of each protein to the right 
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class is an essential task and there is a need to use the accurate method. Therefore, 

this study attempts to predict and classify the protein accurately to various levels 

according to SCOP database. This will contribute to the discovery of new type of 

proteins that can be useful in biological field. Meanwhile, fold recognition methods 

are widely used and effective because it is believed that there are a strictly limited 

number of different protein folds in nature, mostly as a result of evolution but also 

due to constraints imposed by the basic physics and chemistry of polypeptide chains. 

Therefore, a good chance (currently 70-80%) that a protein which has a similar fold 

to the target protein has already been studied by X-ray crystallography or NMR 

spectroscopy and can be found in the PDB. Currently there are just over 1,100 

different protein folds known. A protein’s structure is closely linked to its biological 

function, so knowledge of the structural category can allow improved prediction of 

protein’s function. On the other hand, accurate detection of remote protein homology 

and fold recognition can be used to design a new drug as medicine (Carlson and 

McCammon, 2000), can gain more knowledge to find the cure for deadly diseases 

like pancreatic cancer (Honda et al., 2005a) and development of anti-Human 

immunodeficiency virus (HIV) drugs (Kliger et al., 2000). 

 

 

In this study, we select the protein dataset from the SCOP database which is a 

manually inspected database of protein as the data to this study. We limit our scope 

of datasets to three different versions: 1.53, 1.67 and 1.73. The scopes of capabilities 

are as follows: (i) the first layer implements the alternative structural formulation of 

the SVM optimization problem for conventional binary classification (Thorsten, 

2006a); and (ii) the second layer applies the fold recognition code to learn the 

optimal weight of the classifier to fit into the training dataset. By combining SVM-

based binary classifiers with fold recognition problem, we are able to create two-

layers classifier which is capable to detect the protein up to fold level. Besides that, 

we used the local alignment kernel in the first layer which shows the best detection 

performance on widely-used homology detection setups (Lingner and Meinicke, 

2008) to measure the similarities between the protein sequences. This can be done by 

taking into account all the optimal local alignment scores with gaps between all the 

possible sequences. The performances of the proposed two-layer classifier are 

measured by mean ROC and mean MRFP.  
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1.7 Organization of the Thesis 

 

 

A general content description of the subsequent chapters in this thesis is 

given as follows:  

 

(i) Chapter 1 describes the challenges, current methods, statement of the 

problems, objectives, scope and significance of the study.  

(ii) In Chapter 2, we present the basic concept in remote protein 

homology detection and fold recognition and followed by concise 

description regarding classification algorithm used. Exhaustive review 

of the previous related work is also presented.  

(iii) Chapter 3 begins with a brief review of the proposed computational 

framework. This will be followed by detailed description for all 

instruments involved, such as hardware and software requirements, 

testing and analysis and performance measurement.  

(iv) Chapter 4 describes the SVM-2L algorithm, which is the multi-layer 

classification using SVM to detect remote protein homology and 

recognize protein fold.  

(v) Chapter 5 describes the BioSVM-2L, the algorithm that combined the 

fold recognition codes and the Bio-kernel function which incorporated 

the biological information in the classification of remote homology 

and fold recognition. 

(vi) In Chapter 6, the conclusion of the study and the achieved results to 

date is described. The contributions and future works of the study are 

also described. 
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