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A B S T R A C T

The intrusion detection system (IDS) model, which can identify the presence of intruders in the network and take 
some predefined action for safe data transit across the network, is advantageous in achieving security in both 
simple and advanced network systems. Several IDS models have various security problems, such as low detection 
accuracy and high false alarms, which can be caused by the network traffic dataset’s excessive dimensionality 
and class imbalance in the creation of IDS models. Principal Component Analysis (PCA) has proven to be a 
helpful feature selection technique for dimensionality reduction. As a result, because it is a linear transformation, 
it has challenges capturing non-linear relationships between feature properties in the network traffic datasets. 
This paper proposes a variable ensemble machine learning method to solve the problem and achieve a low 
variance model with high accuracy and low false alarm. First, PCA is combined with the AdaBoost ensemble 
machine learning algorithm, which acts as stagewise additive modelling to compensate for PCA’s deficiency in 
feature selection in network traffic by minimizing the exponential loss function. Secondly, PCA is used for feature 
selection, and a LogitBoost classifier algorithm can be used for multiclass classification and acts as an additive 
tree regression to compensate for the PCA’s weakness by minimizing the Logistic Loss to provide an optimal 
classifier output. Finally, the low variance ability of RandomForest, which employs the bagging approach, is 
applied to eliminate overfittings. The experiments of the IDS model developed from the proposed methods were 
evaluated on the WSN-DS, NSL-KDD, and UNSW-N15 datasets. The performance of the methods, PCA with 
AdaBoost, on the WSN-DS dataset has an accuracy score of 92.3 %, an 89.0 % accuracy score on the NSL-KDD 
dataset, and a 67.9 % accuracy score on UNSW-N15, which is the least accurate score. PCA and RandomForest 
surpassed them by scoring 100 % accuracy on all three datasets. PCA and Bagging have an accuracy score of 99.8 
% on the WSN-DS dataset, 100 % on the NSL-KDD dataset, and 93.4 % on the UNSW-N15 dataset. In comparison, 
PCA and LogitBoost have an accuracy score of 98.9 % on the WSN-DS dataset, 100 % on the NSL-KDD dataset, 
and 88.7 % on the UNSW-N15 dataset.

1. Introduction

Numerous researchers have leveraged artificial intelligence to 
develop Intrusion Detection System (IDS) models, significantly 
enhancing their performance in defending network systems against 
cyber threats (Awotunde & Misra, 2022; Guarascio et al., 2022; Muneer 
et al., 2024). An IDS analyses network traffic raises alarms when in-
trusions are detected and monitors for ongoing intrusions within the 
network system (Ashiku & Dagli, 2021; Gassais et al., 2020). System 
administrators use IDS to identify threats, ensuring a secure 

environment for users’ accounts, network facilities, personal records, 
and passwords (Gajewski et al., 2019; Kizza, 2024). Feature selection 
techniques and classification algorithms are crucial steps in IDS devel-
opment. Various machine learning algorithms, including conventional, 
ensemble, and deep learning methods, have been employed for classi-
fication (Chen et al., 2019; Mohammed & Kora, 2023; Wang et al., 
2021). Feature selection is routinely used in the preprocessing stage to 
improve classifier performance (Remeseiro & Bolon-Canedo, 2019).

Various issues have been identified in existing research on intrusion 
detection using machine learning algorithms (Al-Janabi et al., 2021; 
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Kocher & Kumar 2021; Mishra et al., 2018; Saranya et al., 2020). These 
include noise, high dimensionality, class imbalance, bias in detecting 
new threats, poor feature selection, limited storage, deviations in 
learning patterns, and high computational complexity (Bao et al., 2020; 
Thudumu et al., 2020; Yang et al., 2022). To address these shortcomings, 
some researchers have sought to improve detection accuracy by tran-
sitioning from conventional machine learning methods like support 
vector machines (SVM) and decision trees (DT) to ensemble techniques 
such as random forests (RF) and Bagging (Mafarja et al., 2023; Sothe 
et al., 2020). Ensemble learning combines multiple models to create 
more accurate and stable predictions than individual models can ach-
ieve (Ganaie et al., 2022; Nti et al., 2020). Many researchers have 
employed principal component analysis (PCA) to tackle the dimen-
sionality problem in network traffic datasets during feature selection, 
recognizing its effectiveness over earlier techniques, especially in 
anomaly detection (Di Mauro et al., 2021; Selvakumar & Muneeswaran, 
2019). However, PCA is a linear transformation which struggles to 
capture non-linear correlations between feature attributes (Li et al., 
2020; Lucchese et al., 2020; Uddin et al., 2021). Since most features in 
network traffic datasets are non-linearly correlated, using PCA for 
feature selection in an intrusion detection system may result in a high 
number of false alarms and low accuracy (Al-Fawa’reh et al., 2022; Di 
Mauro et al., 2021; Zhang et al., 2022b).

The significant contributions of this research paper include devel-
oping an IDS model that minimizes the Logistic loss function of Logi-
tBoost, leveraging the low variance capability of Random-Forest’s 
bagging approach to eliminate overfitting, and utilizing the exponential 
loss function of AdaBoost to address PCA’s inability to capture non- 
linear relationships among network traffic feature attributes. The 
model detects intrusions in three benchmark network traffic datasets, 
WSN-DS, NSL-KDD, and UNSW-N15, using ensemble machine learning 
algorithms such as LogitBoost, AdaBoost, Bagging, and Random-Forest 
integrated in variable ensemble selection.

The following sections of this work are organized. Section 2 dis-
cussed related works. Section 3 describes the proposed technique. Sec-
tion 4 presented the results analysis and discussion; Section 5 provided 
the conclusion; Section 6 provided the acknowledgement; Section 7 
provided the data availability statement; and Section 8 declared any 
conflicts of interest.

2. Related works

Singh and Vigila (2023) proposed a Principal Component Analysis 
(PCA) and Fuzzy extreme learning machine classifier algorithm to 
develop an Intrusion Detection System(IDS) model to deal with high 
execution time and low detection accuracy issues in the model, which 
achieved high detection accuracy but produced high computational 
overhead. Hossain and Islam (2023b) developed a correlation analysis 
using mutual information principal component analysis and a multiple 
ensemble classifier for a model that can detect novelty attacks. It can 
detect several attacks, but it takes a long time to train and increases the 
computing complexity of the model. Udas et al. (2022) created an 
intrusion detection system model with combined algorithms as classi-
fiers (recurrent neural network, bidirectional long-short-term memory 
gated recurrent unit) and a PCA for dimensionality reduction, signifi-
cantly improving detection accuracy and reducing model complexity. 
Still, overfitting occurred due to the inability to derive knowledge from 
the non-linearity of the data. Ravi et al. (2022) proposed a model built 
using kernel PCA and a recurrent neural network that was able to 
identify an optimal feature, improving the model’s accuracy but 
resulting in significant computational complexity. Lv et al. (2020) offer a 
hybrid kernel extreme learning machine and kernel principal compo-
nent analysis to construct a model with better accuracy and reduced 
computing time. However, it fails to recognize some attack classes and 
overfits the model. Majidian et al. (2023) offered a PCA paired with 
error correction output codes and an adaptive neuro-fuzzy inference 

system with a Particle Swarm Optimization algorithm for a model to 
detect DoS attacks with excellent detection accuracy but at the expense 
of increased model training time. Kareem et al. (2023) created an 
intrusion detection model for application layer DDoS attack detection, 
which enhanced detection accuracy but had a long computation time.

Ebenezer et al. (2023) proposed using a PCA and a support vector 
machine with K-Nearest Neighbor classifiers to create an IDS model that 
has enhanced detection and integrates a Docker prison system to allow it 
to stop an attack once the IDS model has detected it but cannot identify 
the attack types. Putra et al. (2023) used a PCA with Truncate singular 
value decomposition, factor analysis, and fast independent analysis with 
several conventional machine learning algorithms for an IDS and 
compared several feature selection techniques, but there is no clear 
evidence of attack detection. Zhiqiang et al. (2022) presented a frame-
work for detecting an attack node in a wireless sensor network using an 
upgraded empirical-based component analysis with long short-term 
memory. Still, they are unable to distinguish attack classes. Al-Fa-
wa’reh et al. (2022) developed a PCA with a deep neural network al-
gorithm to address the problem of long-term attack detection and the 
inability to identify zero-day attacks. It has improved the model’s per-
formance detecting DDoS and DoS attacks, but the training time is much 
longer. Guezzaz et al. (2022) created an IDS model utilizing PCA and a 
K-Nearest Neighbor classifier to improve attack detection while 
increasing the model’s training time. Rajadurai and Gandhi (2021)
employ a PCA with a deep learning algorithm to create an IDS model 
that improves attack detection and classifies attacks but cannot detect 
unknown attacks. Camacho et al. (2019) used a PCA with a group-wise 
technique to develop an intrusion model with improved feature selec-
tion and attack detection; nevertheless, the model lacks expert knowl-
edge to tune depending on security experiences. Salman et al. (2018)
proposed combining a PCA with learning vector quantization and Big 
data approaches to create an IDS model, which enhanced the PCA’s 
efficiency for feature selection but was not designed to detect attacks. 
Mishra et al. (2020) presented a PCA with a support vector machine for 
the IDS model to reduce computing time. Although this improves attack 
detection and reduces computing time, the training is substantially 
longer. Osho et al. (2021) created an IDS model utilizing PCA and de-
cision trees; it increased the attack detection rate, but the model’s effi-
ciency has not been compared to others.

Hossain and Islam (2023a) propose correlation analysis to mutually 
work with principal component analysis to be used for feature selection 
and utilize multiple ensemble machine learning algorithms as classifiers 
to develop an intrusion detection system that can protect the computer 
system from unauthorized access through obtaining a good result in 
terms of the evaluation metrics used but did not put into consideration 
the PCA’s inability to capture the non-linearity among the features of the 
datasets. Singh et al. (2023) introduced a hybrid framework by 
combining probabilistic principal component analysis for feature se-
lection and using a generalized additive model to create an intrusion 
detection system that only performs well on wireless sensor network 
scenarios. Therefore, in this research work, it is of paramount impor-
tance to dealt with PCA’s issues of inability to capture non-linear fea-
tures in the datasets and to propose an efficient network security 
framework for the adequate detection of intrusion attacks.

2.1. Bagging algorithm

Bagging is an ensemble meta-estimator that fits based classifiers on 
random subsets of the original dataset and aggregates their predictions 
by voting or averaging to generate a final prediction (Konhäuser et al., 
2022). It is a supervised machine learning technique consisting of 
numerous base models trained separately and in parallel on distinct 
subsets of training data (Abdoli et al., 2023; González et al., 2020; Hu 
et al., 2021). Each subgroup is created via bootstrap sampling, randomly 
selecting data points with replacements (James et al., 2023). The bagged 
estimator has a lower variance than the original estimate, resulting in a 
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significant variance reduction if the original estimation is unstable 
(Barrow et al., 2020; Hillebrand et al., 2021; Kazak & Pohlmeier, 2023). 
As a result, it is a variance reduction strategy for a base method that 
performs variable selection and fitting in a linear model on 
high-dimensional data.

Algorithm 1.

2.2. RandomForest algorithm

The RandomForest algorithm constructs several decision trees on 
distinct samples, each with a different set of observations, and then se-
lects the majority vote (Valavi et al., 2021). It also employs the bagging 
approach, which combines parallel modelling and coupled prediction to 
overcome overfitting (Bakır et al., 2024; Sahoo et al., 2022; Zhang et al., 
2021; Zounemat-Kermani et al., 2021). RandomForest bootstrapping is 
essentially row and feature sampling with a replacement before training 
the model (Wang et al., 2022). It is slower to compute, but it eliminates 
the overfitting problem, according to Abdelwahed et al. (2022).

Algorithm 2.

2.3. Boosting algorithm

A boosting algorithm combines a group of weak learners to create a 
strong learner to reduce training errors by changing the models from 
high bias to low bias (Zhang et al., 2022c). It works sequentially, with 
each predictive output model relying on the previous output as an input 
to the next model, and the final predictive output is regarded as the 
predictions’ output (Asselman et al., 2023; Bentéjac et al., 2021). Ada-
Boost, Gradient Boosting, and XGBoost are the most frequent boosting 
instances.

2.4. AdaBoost multiclass classifier

It is a stagewise additive modelling machine learning algorithm that 
minimizes exponential loss using a multiclass exponential loss function 
(Alabdulmohsin, 2019; Tanha et al., 2020; Um et al., 2023). Assuming ́nʹ 

given feature vectors:
x1 =

(
x11,…x1p

)
, … xn =

(
xn1, … xnp

)
, where ʹṕ  is the size of the 

feature vectors, and assuming a vector of class labels y =
(
y1, … yn

)
,

where;
yi ∈ k = { − 1,1} is for binary classification and yi ∈ k = {0, …, c −

1}, where ́ ć  is the class number of class vector ʹt́  in feature vector ́ xi
ʹ 

and given ʹht
ʹ
, which is a weak learner algorithm. Therefore, AdaBoost 

can be built as follows:
Algorithm 3.

2.5. LogitBoost (Additive logistic regression)

The boosting methodology is used to build a logit model, and the 
regression method is used as a weak classifier to permit the writing of 
equations for future prediction in new data (Chu et al., 2020). Thus, it 
resists overfitting by maximizing an exponential criterion (Jain et al., 
2020) equal to the binomial log-likelihood criterion in the second order.

The exponential criterion: 

J(F) = E
(
e− yF(x)) (1) 

The function F(x) that minimizes J(F) is the symmetric logistic 
transform of P(y = 1|x), where p is the probability and x is the input 
variable, F(x) is the additive regression models expressed as follows: 

Algorithm 1 
Bagging Classifier.

1. Construct a bootstrap sample (X∗
1, Y∗

1), …, (X∗
n,Y

∗
n) by randomly drawing ’n’ times with replacements from the data (X1,Y1), …, (Xn ,Yn);

2. Compute the bootstrapped estimator ĝ∗
. (.) By the plug-in principle:

ĝ∗
. (.) = hn

( (
X∗

1, Y∗
1
)
, …,

(
X∗

n,Y
∗
n
))
(.);

3. Repeat steps 1 and 2 ’M’ times, yielding ĝ∗k
. (.)(k = 1,…,M)

The bagged estimator is ĝ.
Bag(.) = M− 1

∑M
k=1

ĝ∗k
(.);

Algorithm 2 
RandomForest Classifier.

1. For b = 1 to B:
Make decision trees using a random sample of the training dataset and develop them into a random forest tree Tb for the bootstrapped data Z∗ Of size N by recursively repeating the 

procedures below for each terminal node of the tree until the minimal node size is reached:
i. Choose variables at random from the list,
ii. Choose the best variable/split point from the list.
iii. Produce an output for each decision tree.

2. Output the ensemble of trees {Tb}
B
1 .

2. Finally, as the final prediction result, choose the most-voted prediction at a new point x and
let Ĉ.

b(x) Be the class prediction of the bth Random Forest tree.
Then, ĈB

rf (x) = majority vote
{

Ĉ.
b(x)

}
.B1

Algorithm 3 
AdaBoost Algorithm.

Initializes the weights as D1(i) =
1
n

for i = 1, …, n

For t = 1,…, T;
Train the weak learner ht(i) by the weights Dt ,

Choose a confidence value. ∝t =
log1 − err1

errt
+ log(c − 1),

errt =

∑
i=1nDt(i)l(y ∕=ht(i)

∑
i=1nDt(i)

,

Update Dt+1(i) =
Dtiexp

(
− ∝t l

(
yt ∕= ht(i)

))

zt
, where zt It is a normalization factor.

Output the classifier H(x) = argkmax
∑T

t=1
∝t l(htx = k).
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F(x) =
∑p

j=1
fj
(
xj
)

(2) 

Where fj
(
xj
)

is a separate function for each of the probability (p)
input variables xj and from Eq. (1), E(e− yF(x)) Is minimized at: 

F(x) =
1
2

log
p(y = 1|x)

p(y = − 1|x)
(3) 

Where 

p(y=1|x) =
eF(x)

e− F(x) + eF(x) (4) 

p(y= − 1|x) =
e− F(x)

e− F(x) + eF(x) (5) 

Algorithm 4.

3. The proposed method

Variable Selection Ensemble Machine Learning Algorithm (VSEMLA) 
comprises four different ensemble machine learning algorithms 

Algorithm 4 
LogitBoost Algorithm Exponential Criterion.

1. Start with weights wi = 1|N, i = 1,2,…, N, F(x) = 0 and probability estimates p(xi) =
1
2
;

2. Repeat for M = 1,2,…, M :

Compute the working response and weights

zi =
y∗

i − p(xi)

p(xi)(1 − p(xi)
;

wi = p(xi)(1 − p(xi));
Fit the function fm(x) by a weighted least-squares regression of zi to xi using weighted wi;

3. Update F(x)←F(x) +
1
2
fm(x) and p(x)←

eF(x)

eF(x) + e− F(x);

4. Output the classifier sign [F(x)] = sign
[∑M

M=1
fm(x)

]
;

Fig. 1. Architecture of the Proposed IDS Model.
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“Bagging, RandomForest, AdaBoost and LogitBoost”. The Bagging and 
RandomForest algorithms employed the Bootstrap technique for the 
supervised training of the model by considering several base models 
trained separately in parallel forms, such as the output of the model as 
the aggregate collection of the mean average. While AdaBoost and 
LogitBoost algorithms employed supervised training of the model by 

considering several base-model trains sequentially where the output of 
the initial model serves as the input of the next model respectively until 
the whole models are trained, the final output of the models is the output 
of the trained model. Bagging also takes less time to build the model and 
produces low false positives. Still, it is very useful for large and high- 
dimensional data to reduce variance within a noisy dataset. AdaBoost 

Fig. 2. Flowchart Diagram of the proposed IDS Model.
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and LogitBoost algorithms minimize the training errors by combining 
the set of weak learners into strong learners and reducing the rate of 
false positives in the intrusion detection system model. Thus, VSEMLA 
leverages both boosting and bootstrapping techniques, with the 
advantage of low bias from the bootstrapping technique and low vari-
ance from the boosting technique. Bagging is used on weak learners with 
high variance and low bias (Luo, 2022; Ngo et al., 2022), RandomForest 
is used on weak learners with low variance and low bias (Han et al., 
2021; Mushagalusa et al., 2024; Pellagatti et al., 2021), and both Ada-
Boost and LogitBoost are used on weak learners with low variance and 
high bias (Lahmiri et al., 2020; Sui & Ghosh, 2024), thus giving the 
advantage to VSEMLA algorithm to result in an intrusion detection 
system models with high performance, low variance and low bias since it 
combines the bagging algorithm, the random forest algorithm, and the 
LogitBoost algorithm in a parallel fashion, as shown in the architecture 
of the proposed method in Fig. 1, such that each predictive model is 
evaluated in parallel. The final prediction is selected based on the 
desired application of the model. Moreover, PCA’s linear nature might 
not capture all the intricate, non-linear patterns in the data. This limi-
tation could impact the performance, especially in complex network 
traffic datasets. The combination of PCA with ensemble methods can be 
computationally demanding. Boosting algorithms like AdaBoost and 
LogitBoost involve multiple iterations, which can be resource-intensive, 
especially with large datasets. AdaBoost, in particular, is sensitive to 
noisy data and outliers, which can affect overall performance and lead to 
higher false alarm rates.

Fig. 2 depicts the operational flowchart of the proposed method’s 
Variable Selection Ensemble Machine Learning Algorithm (VSEMLA). It 
begins by loading and cleaning the datasets and then proceeds by 
picking the attack attribute. Before normalization and checking for null 
values to guarantee the cleaning phase is completed, or else it would be 
repeated until every duplicate and null value is removed from the 
datasets. It was then visualized to see the number of data points per class 
distribution or the relationship among the attributes. A counter for the 
ensemble machine learning algorithms is set, and principal component 
analysis (PCA) is selected with each algorithm to predict each model in a 
parallel fashion. It’s then checked for the number of chosen algorithms 
for each alteration. When it is less than four, it saves the prediction 
output. It instructs the counter to select the following algorithm to 

perform the next model prediction, output the attack classes detected for 
the whole iteration, and end the process. Algorithm 5 depicts the process 
that is involved.

3.1. Datasets

An attack dataset reflects the real-world attack scenarios from the 
laboratory’s simulated cyberattack experiments (Sahu et al., 2021). In 
the experimental evaluation, three separate datasets, WSN-DS, 
NSL-KDD, and UNSW-NB15 datasets were employed:

The WSN-DS is a specialized dataset for detecting four types of DoS 
attacks in a wireless sensor network, specifically Cluster-Based Wireless 
Sensor Networks (CBWSN): blackhole, flooding, grayhole, and sched-
uling attacks, all of which are referred to as energy depletion attacks. 
Almomani et al. (2016) created the dataset in a Network Simulation Two 
(NS2) environment with 100 nodes in a 10,000-square-meter region. It 
resulted in eighteen attributes of a class label of around 374,661 data 
records for intrusion detection systems in wireless sensor networks. The 
dataset can be used to prevent infiltration by prohibiting malicious 
nodes from entering the network, with DoS attacks being the most 
hazardous and damaging on WSNs due to vulnerabilities to security 
threats.

The most commonly used dataset for analyzing network internet 
traffic is the NSL-KDD dataset, and the KDD Cup was a 1999 interna-
tional knowledge discovery and data mining tools competition to gather 
traffic data (Imrana et al., 2022). The competition aimed to develop a 
network intrusion detection model that can be used to differentiate 
malicious network connections from Normal traffic. As more than just a 
direct consequence, a large volume of internet traffic data was collected 
and bundled into the KDD-99 data set, and the NSL-KDD was brought in 
from the University of New Brunswick as the cleaned-up version (Roy 
et al., 2022). The dataset contains four types of attacks that an anomaly 
intrusion detection system can detect: Denial of Service (DoS), Probe, 
User to Root (U2R), and Remote to Local (R2L).

The UNSW-NB15 dataset contains 45 features (Alsumaini, 2023), 
three of which are character categorical (proto, service, and state) and 
ten attack class labels: DoS, worms, exploits, analysis, generic, shellcode, 
reconnaissance, fuzzers, backdoors, and Normal. According to Bagui 
et al. (2019); Zhang et al. (2022a), the UNSW-NB15-NB15 dataset was 

Algorithm 5 
VSEMLA Algorithm.

1. Input: Datasets (WSN-DS, NSL-KDD, UNSW-NB15) for training and testing,
Feature selection technique (Principal component analysis),
Classifier algorithms (RandomForest, AdaBoost, Bagging and LogitBoost algorithms);

2. Output: Prediction Models;
3. Begin: Data preprocessing;

Cleaning;
Normalization;

4. End;
5. Begin: Feature extraction;

Use Principal Component Analysis (PCA) to select the features;
6. End;
7. Begin: Classification;

Train the RandomForest Classifier;
Train the AdaBoost Classifier;
Train the Bagging Classifier;
Train the LogitBoost Classifier;
Test evaluation on PCA_RandomForest model using the test datasets;
Test evaluation on PCA_AdaBoost model using the test datasets;
Test evaluation on PCA_Bagging model using the test datasets;
Test evaluation on PCA_LogitBoost model using the test datasets;

8. End;
9. Begin: Model Prediction;

Predict on PCA_RandomForest model using the test datasets;
Predict on PCA_AdaBoost model using the test datasets;
Predict on PCA_Bagging model using the test datasets;
Predict on PCA_LogitBoost model using the test datasets;

10. Return: the prediction model results;
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created with IXIA Perfect Storm by the Australian Centre for Cyberse-
curity, is a network-based dataset that captures modern traffic patterns 
and low-footprint intrusions.

3.2. Performance evaluation metrics

The following metric parameters evaluate the performance 
indicators:

Time is taken, Accuracy, True Positive Rate (TPR), False Positive 
Rate (FPR), Recall score, precision score, F1 score and the area under the 
curve (AUC)-Receiver operation characteristic (ROC), which helps in 
visualizing the performance of the classifier by giving the best estimate 
of the classifier’s performance on the model. Also, a confusion matrix is 
used to visualise the model performance better.

The indicators evaluation consists of several component matrices 
identified below as follows:

TN = True negative, which signifies correctly predicted as Normal.
FN = False negative, which signifies mis-predicted as Normal.
TP = True positive, which signifies correctly predicted as abnormal.
FP = False positive, which signifies mis-predicted as abnormal.
The above parameters are combined to form different equations, the 

metrics primarily used in all research-related works in the literature 
review. These equations are the evaluation indicators used for the 
experiment to select the accuracy, precision, recall score, F1 score, the 
area under the curve (AUC) of the receive operational characteristics 
(ROC), TPR, FPR and the model-built time.

The accuracy is the percentage of the sample data that have been 
correctly detected as normal and abnormal data, as shown in Eq. (6): 

Accuracy =
TP + TN

TP + TN + FP + FN
(6) 

The precision is the percentage of the correctly predicted data out of 
the total data expected to be abnormal behaviour. Thus, a high precision 
indicates how lower the error rate of the algorithm used in the model for 

normal behaviour of the data as shown in Eq. (7): 

Precision =
TP

TP + FP
(7) 

The recall score is the percentage of the abnormal behaviour 
correctly predicted out of the total abnormal data, as shown in Eq. (8). 
Thus, it means that when the value of the recall score is higher, then it 
indicates that the model has a meagre mis-detection rate for abnormal 
behaviour. 

Recall Score =
TP

TP + FN
(8) 

The F1 Score is the harmonic multiplication of the precision with the 
recall score, which indicates the quality of the model performance as 
shown in Eq. (9): 

F1 Score =
2 ∗ Precision ∗ Recall score
Precision + Recall Score

(9) 

The false positive rate is the percentage of the number of Normal 
traffic flows predicted as an intrusion from the Normal traffic flows as 
expressed in Eq. (10): 

False Positive Rate (False Alarm Rate) =
FP

FP + TN
(10) 

The True positive rate is the percentage of the number of attacks 
flows predicted correctly as attacks from the total number of attack 
traffic flows in the dataset and is expressed as shown in Eq. (11): 

True Positive Rate(Detection Rate) =
TP

TP + FN
(11) 

4. Result analysis and discussion

The experimental results were implemented concurrently on the 
WEKA simulator and the Python 3.7 notebook in Anaconda software, all 

Table 1 
Models’ Comparison on WSN-DS Dataset.

Model TPR FPR Precision Recall F-Score ROC Area Acc Time (sec)

PCA_RandomForest 100 0.0 100 100 100 100 100 133.3
PCA_AdaBoost 92.2 1.4 92.2 92.2 92.2 98.4 92.3 6.5
PCA_Bagging 99.8 1.4 99.8 99.8 99.8 99.9 99.8 84.2
PCA_LogitBoost 98.9 6.3 98.9 98.9 98.9 99.4 98.9 88.5

Fig. 3. PCA_RandomForest_WSN-DS.
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open-source. A principal component analysis (PCA) was used for feature 
selection, and four algorithms, RandomForest, AdaBoost, Bagging, and 
LogitBoost, were used as classifiers to build the intrusion detection 
system models, which were evaluated on three different datasets: the 
WSN-DS, NSL-KDD, and UNSW-NB15 datasets, using various evaluation 
metrics. The findings of the experiments were studied, and the discus-
sion of the analysis is offered below:

4.1. Models comparison on different datasets

Table 1 compares the model to the WSN-DS dataset and shows that it 
performs ideally based on the indicator assessment measures and is well- 
suited for the task it was designed for. Based on the model prediction 
results depicted in the confusion matrix shown in Figs. 3–6, 

PCA_RandomForest has perfect attack detection without bias, PCA_-
Bagging and PCA_LogitBoost have a low model bias, and PCA_AdaBoost 
has a high model bias by detecting the majority of the attack classes as 
grayhole attacks. Fig. 7 depicts the models’ ROC-AUC curves, indicating 
improved model performance. The confusion matrix thoroughly exam-
ines how each model categorizes various attack types. The PCA_R-
andomForest model is completely unbiased in its attack detection. For a 
security-focused application where misclassifying attacks could have 
terrible repercussions, it accurately classifies all attack types. With low 
model bias, the PCA_Bagging and PCA_LogitBoost models perform well 
overall but may still contain a few errors or misclassifications. The 
PCA_AdaBoost model exhibits a high degree of model bias, especially 
when identifying most attack classes as grayhole attacks. It suggests a 
serious problem with the model’s performance, as it tends to incorrectly 

Fig. 4. PCA_AdaBoost_WSN-DS.

Fig. 5. PCA_Bagging_WSN-DS.
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group different attack types into a single category, which lowers the 
model’s overall efficacy and reliability. The ROC-AUC curves demon-
strate the models’ capacity to differentiate between various attack types. 
Better model performance in terms of true positive rate versus false 
positive rate is thus indicated by the enhanced ROC-AUC score.

The model’s performance on the NSL-KDD dataset is shown in 

Table 2, Fig. 8, Fig. 9, and Fig. 10 of the confusion matrix, which shows a 
perfect model prediction with no bias. In contrast, Fig. 11 shows a 
missed detection of some of the attack classes, indicating the presence of 
model biasing in the prediction model. However, Fig. 12 of the ROC- 
AUC curve showed improved model performance. The models accu-
rately categorize all instances into their respective categories without 

Fig. 6. PCA_LogitBoost_WSN-DS.

Fig. 7. ROC_AUC of the model Comparison on WSN-DS Dataset.
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misclassification, as demonstrated by the confusion matrix, which re-
veals perfect predictions free from bias. Thus, except for the second 
model, which suggests certain biases, it performs extraordinarily well in 
accurately recognizing the Normal and attack classes. Bias can majorly 
affect a security system’s efficacy by permitting some attacks to go un-
noticed and potentially dangerous. The models’ strong performance in 
distinguishing between legitimate and malicious traffic is indicated by 
the high ROC-AUC value, which promotes more accurate and depend-
able detection.

Table 3 shows how the model compares to the UNSW-NB15 dataset. 
Fig. 13 of the confusion matrix depicts a flawless model prediction with 
no bias. In contrast, Fig. 14 recognizes all attack types as generic attacks, 
indicating the presence of substantial model bias, while Figs. 15 and 16
show a model prediction with low bias. Fig. 17 depicts the ROC-AUC 
curve for model prediction, indicating more excellent model perfor-
mance. In an ideal situation where the model is exceptionally depend-
able, the first confusion matrix displays perfect model prediction with no 
bias, showing that the model correctly classifies all instances into their 
appropriate categories. Significant model bias is evident from the second 
confusion matrix, which categorizes all attack types as generic attacks. 
Such bias reduces the model’s effectiveness and dependability because it 

cannot distinguish between various attack types. The final two models, 
however, display low bias model predictions, indicating that although 
they may still have a few small misclassifications, overall performance is 
good, pointing to a more balanced and trustworthy model. The models’ 
excellent capacity to accurately identify threats is indicated by their 
high ROC-AUC value, which can lead to more effective security 
measures.

4.2. Comparison of the models on the three data sets

The PCA_RandomForest model outperformed the other two on all 
three datasets (WSN-DS, NSL-KDD, and UNSW-NB15), as shown in 
Table 4 and Fig. 18. On the WSN-DS, NSL-KDD, and UNSW-NB15 
datasets, PCA_RandomForest significantly outperforms other models, 
indicating its superior robustness, efficiency, and detection capabilities. 
Because of this, it’s a precious intrusion detection approach that offers 
improved security, dependability, and affordability while safeguarding 
network settings.

The PCA_AdaBoost model performed poorly across all datasets, 
indicating a significant bias in model prediction, as seen in Table 5 and 
Fig. 19. It combines Principal Component Analysis (PCA) with AdaBoost 

Table 2 
Models’ Comparison on NSL-KDD Dataset.

Model TPR FPR Precision Recall F-Score ROC Area Acc Time (sec)

PCA_RandomForest 100 0.0 100 100 100 100 100 15.0
PCA_AdaBoost 89 9.5 89 89 89 92.4 89.0 1.6
PCA_Bagging 100 0.0 100 100 100 100 100 13.2
PCA_LogitBoost 100 0.0 100 100 100 100 100 76.4

Fig. 8. PCA_RandomForest_NSL-KDD.
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(Adaptive Boosting) but did not achieve good results when tested on 
multiple datasets. Poor performance generally means that the model’s 
predictions were inaccurate or had high error rates.

The PCA_Bagging model performs better on the WSN-DS and NSL- 
KDD datasets, and the UNSW-NB15 dataset demonstrates a low bias in 
the model, as shown in Table 6 and Fig. 20. PCA reduces the dimen-
sionality of the data by breaking it down into a collection of orthogonal 
components. In contrast, Bagging is an ensemble technique that com-
bines the predictions of several models trained on various subsets of the 
data to increase the stability and accuracy of machine learning algo-
rithms. The PCA_Bagging model shows low bias for the UNSW-NB15 

dataset. It indicates no consistent under- or overestimation of one di-
rection in the model’s predictions. Low bias is a good thing since it 
means the model accurately identifies the patterns in the data without 
swerving, of course. Based on its low bias on the UNSW-NB15 dataset, 
the PCA_Bagging model appears to have solid predictions, signifying 
that it could produce superior results on some datasets.

The PCA_LogitBoost model performed well on the WSN-DS and NSL- 
KDD datasets but poorly on the UNSW-NB15 datasets, as illustrated in 
Table 7 and Fig. 21 of the model prediction results. The LogitBoost 
ensemble boosting method fits multiple logistic regression models to the 
data, sequentially adjusting the weights of incorrectly predicted 

Fig. 9. PCA_AdaBoost_NSL-KDD.

Fig. 10. PCA_Bagging_NSL-KDD.
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instances to improve the model’s accuracy.

4.3. Comparison of the models execution time on the three data sets

Table 8 and Fig. 22 compare the model’s execution duration across 

different datasets. The PCA_RandomForest model has the longest 
execution time on the WSN-DS dataset, the PCA_AdaBoost model has the 
shortest execution time on all three datasets, and the PCA_LogitBoost 
model has the fastest on the NSL-KDD and UNSW-NB15 datasets. 
However, for the NSL-KDD dataset, the PCA_AdaBoost model takes the 

Fig. 11. PCA_LogitBoost_NSL-KDD.

Fig. 12. ROC_AUC of the model Comparison on NSL-KDD Dataset.
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Table 3 
Models’ Comparison on UNSW-NB15 Dataset.

Model TPR FPR Precision Recall F-Score ROC Area Acc Time (sec)

PCA_RandomForest 100 0.0 100 100 100 100 100 25.1
PCA_AdaBoost 67.9 9.6 67.9 67.9 67.9 87.1 67.9 2.0
PCA_Bagging 93.4 0.8 93.4 93.4 93.4 99.7 93.4 11.1
PCA_LogitBoost 88.7 1.3 88.7 88.7 88.7 99 88.7 49.4

Fig. 13. PCA_RandomForest_UNSW-NB15.

Fig. 14. PCA_AdaBoost_ UNSW-NB15.
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shortest execution time.

5. Conclusion

In this research paper, an intrusion detection system (IDS) model was 
developed using principal component analysis (PCA) for feature selec-
tion, and a variable Selection Ensemble Machine Learning Algorithm 
was used as the proposed method. PCA is paired with the AdaBoost 
ensemble machine learning technique, which uses stagewise additive 
modelling to compensate for PCA’s deficiency in feature selection in 
network data by reducing the exponential loss function. Secondly, PCA 

is used for feature selection, and a LogitBoost classifier technique was 
used for multiclass classification. It functions as an additive tree 
regression to compensate for the PCA’s deficit by minimizing the logistic 
loss to offer an optimal classifier output. They were finally implementing 
Random Forest’s low-variance ability, which leverages the bagging 
strategy to eliminate overfittings. The models were evaluated on three 
network traffic benchmark datasets: the WSN-DS, NSL-KDD, and UNSW- 
N15 datasets. The performance of PCA with LogitBoost outperformed 
that of PCA with AdaBoost for all three datasets used. Thus, PCA’s 
weakness was minimized by the logistic loss of the LogitBoost classifier 
and less by the exponential loss function of the AdaBoost classifier 

Fig. 15. PCA_Bagging_ UNSW-NB15.

Fig. 16. PCA_LogitBoost_ UNSW-NB15.
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Ensemble Machine Learning Algorithm used. The bagged estimator has a 
lower variance than the original estimate, resulting in a significant 
variance reduction that produces a low bias in the models, and the 

Fig. 17. ROC_AUC of the model Comparison on UNSW-NB15 Dataset.

Table 4 
PCA_RandomForest Model Comparison:.

Dataset Accuracy Precision Recall F-Score

WSN-DS 100 100 100 100
NSL-KDD 100 100 100 100
UNSW-NB15 100 100 100 100

Fig. 18. PCA_RandomForest Model Comparison.

Table 5 
PCA_AdaBoost Model Comparison:.

Dataset Accuracy Precision Recall F-Score

WSN-DS 92.3 92.3 92.2 92.2
NSL-KDD 89.0 89.0 89.0 89.0
UNSW-NB15 67.9 67.9 67.9 67.9

Fig. 19. PCA_AdaBoost Model Comparison.
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RandomForest classifier, though slower to compute, eliminates the 
overfitting problem. Further work is to develop an efficient network 
security framework with adequate detection of intrusion attacks.
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