Received: 14 March 2023 Revised: 27 November 2023

Accepted: 12 December 2023

") Check for updates

IET Cyber-Physical Systems: Theory & Applications

DOT: 10.1049/cps2.12085

ORIGINAL RESEARCH

—
| The Instituti f
I — I Engineering and Technology VW ILIEY

Oversampling and undersampling for intrusion detection system

in the supervisory control and data acquisition IEC 60870-5-104

M. Agus Syamsul Arifin'?

Susanto Susanto? |

1Depaurtcment of Computer systems engineering,
Faculty of Engineering, Universitas Sriwijaya,
Palembang, Indonesia

2 . S

Departement of Informatics Engineering, Faculty of
Engineering, Universitas Bina Insan, Lubuklinggau,
Indonesia

%Departemem of Computer System, Faculty of
Computer Science, Universitas Sriwijaya, Palembang,
Indonesia

*Departement of Computer System, Faculty of
Computer Science, Universitas Indo Global Mandiri,
Palembang, Indonesia

5Departcment of Software Engineering, Faculty of
Computing, Universiti Teknologi Malaysia, Johot,
Malaysia

®Media and Game Centre of Excellence (MaGICX),
Institute of Human Centred Engineering (iHumEn),
Universiti Teknologi Malaysia, Johor Bahru, Johor,
Malaysia

"Departement of Computer Science, College of
Computing and Information, Al-Baha University,
Albahah City, Albahah, Saudi Arabia

Correspondence

Deris Stiawan, Departement of Computer System,
Faculty of Computer Science, Universitas Sriwijaya,
Palembang 30119, Indonesia.

Email: deris@unsti.ac.id

1 | INTRODUCTION
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Abstract

Supervisory control and data acquisition systems are critical in Industry 4.0 for
controlling and monitoring industrial processes. However, these systems are vulnerable
to various attacks, and therefore, intelligent and robust intrusion detection systems as
security tools are necessary for ensuring security. Machine learning-based intrusion
detection systems require datasets with balanced class distribution, but in practice,
imbalanced class distribution is unavoidable. A dataset created by running a super-
visory control and data acquisition IEC 60870-5-104 (IEC 104) protocol on a testbed
network is presented. The dataset includes normal and attacks traffic data such as
port scan, brute force, and Denial of service attacks. Various types of Denial of
service attacks are generated to create a robust and specific dataset for training the
intrusion detection system model. Three popular techniques for handling class
imbalance, that is, random over-sampling, random under-sampling, and synthetic
minority oversampling, are implemented to select the best dataset for the experiment.
Gradient boosting, decision tree, and random forest algorithms are used as classifiers
for the intrusion detection system models. Experimental results indicate that the
intrusion detection system model using decision tree and random forest classifiers
using random under-sampling achieved the highest accuracy of 99.05%. The intrusion
detection system model's petrformance is verified using various metrics such as recall,
precision, F1-Score, receiver operating characteristics curves, and area under the
curve. Additionally, 10-fold cross-validation shows no indication of overfitting in the
created intrusion detection system model.
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attacks. Thus, SCADA systems require intelligent and robust
intrusion detection systems (IDSs) as security tools.

Supervisory control and data acquisition (SCADA) systems
have come to be a fundamental factor in Industry 4.0 in
monitoring and controlling industrial processes due to their
capability in industrial automation processes that allows visu-
alisation of plant production processes and translates into
better decisions based on relevant information. At the same
time, security becomes a crucial challenge in SCADA systems/
networks as the systems are vulnerable to various threats and

The development of machine learning-based IDS requires
ideal datasets in terms of size and balance distribution of classes
to achieve high accuracy [1]. Classification in machine learning
works as a training system using labelled datasets to identify new
unseen or unknown patterns of attacks in the dataset. Thus, the
imbalanced distribution of classes in the dataset becomes the
main challenge [2] and an important consideration [3]. Vatious
traditional machine learning methods assume that the target class
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FIGURE 1 The SCADA IEC 60870-5-104 testbed topology.

TABLE 1 The instructions used in the normal scenatio.

Instruction Description CoT
C_SC_NA_1 Single command 6
C_IC_NA_1 Setpoint command, normalised value 6
M_ME_NA_1 Measured value, normalised value 3
M_SP_NA_1 Single point information 3

has the same number of distributions as other classes in the
dataset [3]. Unfortunately, in practice, class imbalance in the
dataset is unavoidable, that is, the number of target classes is very
small compared to the normal class.

This paper creates a dataset by running a SCADA testbed
network running the SCADA IEC 60870-5-104 (IEC 104)
protocol. The captured traffic data consists of the Normal traffic
data as the majority of data, and the attack traffic data includes
port scan, brute force, and Denial of service (DoS). Different
types of DoS attacks, that is, internet control message protocol
(ICMP) flood, Syn flood, Xmas and IEC 104 flood are generated
to produce a more specific and robust dataset to be used for
training the best IDS model. The IEC 104 flood is a flood attack
by sending massive application service data unit (ASDU) data
packets to drop communication between remote terminal unit
(RTU) and human—machine interface (HMI).

Then, three popular techniques for handling the class
imbalance in the dataset, that is, random over-sampling tech-
nique (ROS), random under-sampling technique (RUS) and
synthetic minority oversampling technique (SMOTE) are
implemented, and the best dataset will be selected for the
experiment. The gradient boosting (GrB), decision tree (DT),
and random forest (RF) algorithms are used as the machine
learning-based classifier for the proposed IDS models. Then,
we measure the performance of the IDS models in terms of
accuracy, precision, recall, F-measure (F1-Score), receiver

operating characteristics (ROC) curves and area under the
curve (AUC). Finally, the 10-fold cross-validation technique is
used to validate that the model is not affected by overfitting
and trust the accuracy results of the resulting IDS model. This
paper poses two main contributions as follows.

- Creation of the SCADA network traffic dataset on the IEC
60870-5-104 protocol by using a testbed with physical de-
vices to simulate real-wortld conditions within a SCADA
network system.

- Comparing optimal techniques for addressing dataset im-
balances to develop a robust IDS model for SCADA
network systems.

This paper is structured as follows. The related work is
provided in Section 2. The methodology of this research is
described in Section 3. The experimental results along with the
analysis are discussed in Sections 4, and Section 5 provides the
conclusion of this research.

2 | RELATED WORK

The machine learning-based IDS models are facing the prob-
lem of high false alarms and low detection rates. To improve
the performance of IDS on imbalanced datasets, oversampling
[4] and undersampling [5] techniques are commonly applied.
The ROS is a technique of taking random samples by
replacing the minority class, thus increasing the amount of datain
the dataset [5]; this technique is the data-centric type [6]. The
RUS technique is a random sampling technique to balance the
desired class by eliminating instances of the majority class [7, 8].
While SMOTE is a technique of oversampling to make each class
in the dataset balanced for each class by synthesising new samples
from the minority class and re-sampling the minority class [9, 10].
SMOTE is an oversampling technique derived from ROS [11].
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FIGURE 2 The proposed method to find the best model of robust IDS for the SCADA network.

Frame 55029: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
n

Encapsulation Lype o
Arrival Time
[Time shift £o7 T RRCERT T T B B TrrAnAT
Epoch Time: 16588040684 .986083000 seconds

[Time delta from previous captured frame 000035000 seconds]
[Time delta from previous displayed frame: ©.000035000 seconds]
[Time since reference or first frame: 3833.849998000 seconds]
Frame Number: 55029

Frame Length: 6@ bytes (486 bits)

Capture Length: 66 bytes (480 bits)

[Frame is marked: False]

[Frame is ignored: False]

[Protocols in frame: eth:ethertype:ip:tep]

[Coloring Rule Name: TCP RST]

[Coloring Rule String: tcp.flags.reset eq 1

]
Ethernet II, Src: Espressi 06:a2:f8 (7c:9e:bd:96:a2:78), Dst: PcsCompu_c5:30:al1 (08:00:27:c5:30:a1)

Internet Protocol Version 4, St

Transmission Control Protocol, [Src Port: 15688, Dst Port: 56965] Sea:
Source Port: 15688
Destination Port 50965
[Stream index: 25€1]
[TCP Segment Len: @]
Sequence number: 1 (relative sequence number)
Sequence number (raw): ©
[Next sequence number: 1 (relative sequence number)]
Acknow] edgment numher: 1 (relative ack numher)
Acknowledgment number (raw): B1858622€

810 =_Head grh: 20 bytes (%)
+[Flags: ox01a (RST, ACK)

[Calculated window size: 5744]
[Window size scaling factor
Checksum: 0x6118 [unverified]
[Checksum Status: Unverified]
Urgent pointer: ©

+ [SEQ/ACK analysis)

» [Timestamps]

6bul 26. 2022 10:01.11.986083000 WIB]

2 (no window scaling used)]

[iiles.858.88.3

1, Ack: 1, Len: @

88.88.88.8 15688 50965 60

FIGURE 3 Correlation alert of Snort and Suricata with data extraction for port scan.

The research by Gupta et al. [6] used ROS and long short-
term memory (LSTM) to improve IDS performance in
detecting malicious activities in network traffic with reduced
false alarm rates. The ROS technique may cause overfitting in
the resulted IDS model [12, 13]; thus, vatious validation
methods are required to prove that the implementation of the
ROS algorithm to overcome the imbalanced dataset problem
does not cause overfitting problems in the resulted IDS model.
The RUS was used in Ref. [14] to get a better class balance for
a network intrusion detection system (NIDS) in detecting at-
tacks using a wavelet neural network model.

The research conducted by Qaddoura et al. [15] used
SMOTE to overcome the problem of class imbalance in
building IDS for security on the Internet of Things (IoT)
network. The use of SMOTE was implemented by Al and
Dener [12] to reduce the effect of imbalanced data on the
performance of IDS built-in big data network environments.
Enchanted RF and SMOTE are used by T. Wu et al. [16] to
improve IDS performance in detecting malicious activity at-
tacks on various data sources in computer networks that
decrease the false alarm rate while increasing the accuracy.

Validation for the performance results of each created IDS
model needs to be done to trust the accuracy of the model,

since the oversampling and undersampling process on the
dataset and the training data risks increase the possibility of
overfitting the created IDS model.

3 | METHODOLOGY

3.1 | Scenario and testbed network topology
This study discusses the malicious activity on the SCADA system
running the IEC 60870-5-104 (IEC 104) protocol. The protocol
is being chosen because it is widely used in the power plant in-
dustry to monitor and control distribution lines [17, 18]. The
IEC 104 protocol has become popular in the power plant in-
dustry because it supports automation generation control (ACG)
[19], and itis a Transmision Control Protocol/Internet Protocol
(TCP/1IP)-based modification of the IEC 101 standard for po-
wer system monitoring and telecontrol [20].

Referring to Wang and Foo [21], to produce a realistic
dataset from a SCADA system testbed, four elements must be
included, that is, input, controller, output and network.
Therefore, a SCADA EIC104 system testbed was set up
accordingly. The testbed uses the standard instructions of the
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ame 697726: 66 bytes on wire (528 bits), 66 bytes captured (528 bits)

Encapsulation fype: Etherpet (1)
Arrival Time:[Jul 26, 2022 12:00:50. 492120000 Wl
[Time shift for this packet: 0.000000000 seconds
Epoch Time: 1658811650.492120000 seconds

[Time delta from previous captured frame: 0.000124000 seconds)
[Time delta from previous displayed frame: 0.000124000 seconds)
[Time since reference or first frame: 10799.355135000 seconds)

Frame Number: 697726

Frame Length: 66 bytes (528 bits)

Capture Length: 66 bytes (528 bits)

[Frame is marked: False)

[Frame is ignored: False)

[Protocols in frame: eth:ethertype:ip:tcp)

[Coloring Rule Name: TCP)

[Coloring Rule String: tcp)

hernet II, Src: PcsCompu _c5:30:al (08:00:27:¢5:30:a1), Dst
ternet Protocol Version 4, Src: 88.88.88.8, Dst: 88.88.88.4
ansmission Control Protocol, Src Port: 58570, Dst Port: 21,
Source Port: 59570

Destination Port: 21

[Stream index: 232500)

(TCP Segment Len: 0)

Sequence number: 12 (relative sequence nusber)

Sequence number (raw): 869161678

[Next sequence number: 12 (relative sequence number )]
Acknowledgment number: 55 (relative ack number )
Acknowledgment number (raw): 1117177942

1000 Header Length: 32 bytes (8)

Flags: 0x018 (ACK)

Window size value: 502

[Calculated window size: 64256)

[window size scaling factor: 128)

Checksum: OxdeS7 [unverified)

[Checksum Status: Unverified]

Urgent pointer: @

Options: (12 bytes), No-Operation (NOP), No-Operation (NOP)
[SEQ/ACK analysis)

6pul 26, 2022 12:00:50.492120000 WIB|

Atmel 12:34:58 (00:04:25:12:34:5(

12, Ack: S5, Len: @

Timestamps

1086.88.88.8 88.88.88.4 59570 21 66

FIGURE 4 Correlation alert Snort and Suricata with data extraction for brute force attack.

Frame 774625: 60 bytes on wire (480 bits),
Encapsulation type: Ethernet (1)
Arrival Time: Dul 26, 2622 13:14:10.112668000 WIB
[Time shift for this packet: ©.000060000 seconds]

Epoch Time: 1658816050.112668000 seconds
[Time delta from previous captured frame: 0.061636000 seconds)

[Time delta from previous displayed frame: 0.861636000 seconds)

[Time since reference or first frame: 15198.975683000 seconds]
Frame Number: 774625

Frame Length: 60 bytes (486 bits)

Capture Length: 60 bytes (480 bits)

[Frame is marked: False]

[Frame is ignored: False]

[Protocols in frame: eth:ethertype:ip:icmp]

[Coloring Rule Name: ICMP]

[Coloring Rule String: icmp || icmpvé)

60 bytes captured (480 bits)

Ethernet II, Src: PcsCompu _c5:30:a1 (08:00:27:c5:30:a1), Dst: Espressi bo:81:d8 (24:6f:28:b9:81:d8)

Internet Protocol Version 4, Src: 88.88.88.8, Dst: 88.88.88.2
Internet Control Message Protocol
Type: 8 (Echo (ping) request)

Code: @

Checksum: Oxf7ff [correct]
[Checksum Status: Good]
Identifier (BE): © (6x0000)
Identifier (LE): © (6x0000)
Sequence number (BE): @ (0x0000)
Sequence number (LE): © (06x0008)
[Response frame: 774626]

ul 26, 2022 13:14:10.112668000 WIB

86.86.86.8 86.86.86.2 60

FIGURE 5 Correlation alert Snort and Suricata with data extraction for ICMP flood.

SCADA EIC104 system as the input; the path switching
control process carried out on RTU 1 based on HMI com-
mands as the controller; the output that produces outputs
based on the input process and the controller; then, the
network will describe the data traffic conditions that exist when
communication occuts.

The testbed consists of physical devices including HMIs,
RTUs and sensors connected to open network devices using
the IEC 104 protocol that supportts the TCP/IP protocol, as
illustrated in Figure 1. The input in the SCADA system is a

device that initialises input commands, such as HMI and
sensors. For the experiment’s purpose, a sensor as a physical
input device is used to read the current, voltage and fre-
quency of the electricity network, while the HMI functions to
send commands to open and close the network. The
controller is a device used to read inputs and generate out-
puts based on certain commands. An example of a controller
is an RTU, and this paper uses three RTUs with the following
details; one RTU has a sensor to read information from the
power grid as well as execute commands from the HMI to
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Frame 862558: 60 bytes on wire (480 bits),
Encapsulation type: Ethernet (1)
Arrival Time: PDul 26, 2622 13:560:33.836536000 HIB]
[Time shift for this packet: ©.000000000 seconds]
Epoch Time: 1658818233.836536000 seconds

[Time delta from previous captured frame: 0.029860000 seconds]
[Time delta from previous displayed frame: 0.029860000 seconds]
[Time since reference or first frame: 17382.699551600 seconds]

Frame Number: 862558

Frame Length: 60 bytes (480 bits)

Capture Length: 60 bytes (480 bits)

[Frame is marked: False]

[Frame is ignored: False]

[Protocols in frame: eth:ethertype:ip:tcp]
[Coloring Rule Name: TCP SYN/FIN]

[Coloring Rule String: tcp.flags & 6x82 || tcp.flags.fin == 1]

60 bytes captured (486 bits)

Ethernet II, Src: PcsCompu_c5:30:a1 (08:00:27:¢5:30:a1), Dst: Espressi _bo:81:d8 (24:67:28:b9:81:d8)

Internet Protocol Version 4, Src: 88.88.88.8, Dst: 88.88.88.2

Transmission Control Protocol, Src Port: 7564, Dst Port: 2464, Seq: 0, Len: @

6pul 26, 2022 13:50:33.836536000 WIB |

288.88.68.8 86.88.88.2 7564 2404 60

FIGURE 6 Correlation alert Snort and Suricata with data extraction for syn flood.

~ Frame 946577: 60 bytes on wire (480 bits)
Encapsulation type: Ethernet (1)
Arrival Time: Pul 26, 2022 14:17:48.394977000 wif|
[Time shift for this packet: 0.000000000 seconds]
Epoch Time: 1658819868.394977000 seconds

[Time delta from previous captured frame: ©0.005529000 seconds]
[Time delta from previous displayed frame: ©.005529000 seconds]
[Time since reference or first frame: 19617.257992000 seconds]

Frame Number: 946577

Frame Length: 60 bytes (480 bits)

Capture Length: 60 bytes (480 bits)

[Frame is marked: False]

[Frame is ignored: False]

[Protocols in frame: eth:ethertype:ip:tcp]
[Coloring Rule Name: TCP RST]

[Coloring Rule String: tcp.flags.reset eq 1)

60 bytes captured (480 bits)

» Ethernet II, Src: PcsCompu_c5:30:a1 (08:00:27:c5:30:a1), Dst: Espressi b8:81:d8 (24:67:28:b0:81:d8)

» Internet Protocol Version 4, Src: 88.88.88.8, Dst: 88.88.88.2

~ Transmission Control Protocol, Src Port: 19496, Dst Port: 2404, Seq: 8, Ack: 1, Len: ©

Source Port: 19490
Destination Port: 2464
[Stream index: 264263)
[TCP Segment Len: 8]
Sequence number: 8 (relative sequence number)
Sequence number (raw): 54072
[Next sequence number: 1 (relative sequence number))
Acknowledgment number: 1 (relative ack number)
Acknowledgment number (raw): 30348
9101 = Header Length: 20 bytes (5
» [Elags: 6x© FIN, SYN, RST, PSH, ACK, URG, ECN, CWR
Window size value: 8192
[Calculated window size: 8192]
Checksum: @xBedf [unverified)
[Checksum Status: Unverified]
Urgent pointer: @
» [Timestamps)

6lul26. 2022 14:17:48.394977000 WIB] [1100B3.88.88.8  88.88.88.2 19490 2404 60

FIGURE 7 Correlation alert Snort and Suricata with data extraction for Xmas.

open and close the circuit, and two RTUs function to read
information from the power grid. The output of the testbed
is the result of input commands processed by the controller
to produce the desired output. The result of the combination
of input, controller and output is a SCADA TEC 104 system
that affects the realistic level of the created dataset. In
addition, the testbed considers the real conditions of the
SCADA system of the distribution system section of the
power plant industry, and the devices used in the testbed are
also physical devices so they are very close to real conditions.
When the input, controller, output and network processes are
taking place, attacks scenarios are performed to see the ef-
fects that occur as well as to produce a realistic dataset based
on real conditions.

Two scenarios are conducted: normal and attack scenarios.
In a normal scenatio, the HMI device monitors the condition
of the electricity network and can send commands to the RTU

to open or close the circuit. Table 1 shows the instructions
used in the normal scenario with a valid cause of transmission
(CoT). The attack scenario starts by port scan activity, followed
by performing a brute force attack on RTU 3 to gain access to
secure shell (SSH) and file transfer protocol (FTP) services,
and finally completed by petforming DoS attacks. The DoS
attacks involve ICMP flood, syn flood, Xmas and the IEC 104
traffic flood. The IEC 104 flood is performed by flooding the
RTU with ASDU packets that are not recognised by the RTU
with invalid CoT values.

Having done creating the dataset, some experiments are
carried out to evaluate the created dataset, that is, experiment
on attacks detection using GrB, DT, and RF algorithms along
with their cross-validation; experiment on improving the
imbalance data in the dataset using ROS, RUS, and SMOTE,;
and experiment to validate the attack traffic features using
Wireshark, Snort and Suricata software.
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~ Frame 982230: 182 bytes on wire (1456 bits), 182 bytes captured (1456 bits)

Encapsulation type: Ethernet (1)
Arrival Time: [Jul 26, 2022 14:46:11.425909600 WIB|

[Time shift for this packet: 0.000000000 seconds]
Epoch Time: 1658821571.425909000 seconds
[Time delta from previous captured frame: 0.014026000 seconds)

[Time delta from previous displayed frame: ©.000000000 seconds]
[Time since reference or first frame: 20720.288924000 seconds]
Frame Number 982230

Frame Length: 182 bytes (1456 bits)

Capture Length: 182 bytes (1456 bits)

[Frame is marked: False]

[Frame is ignored: False]

[Protocols in frame: eth:ethertype:ip:tcp:iec60876_164:1ec60876_asdu)

[Coloring Rule Name: TCP SYN/FIN)
[Coloring Rule String: tcp.flags & 0x82 || tcp.flags.fin 1

» Ethernet II, Src: PcsCompu_c5:30:a1 (08:00:27:¢5:30:a1), Dst: Atmel _12:34:58 (00:04:25:12:34:58)

» Internet Protocol Version 4, Src: 88.88.88.8, Dst: 88.88.88.4

- IEC 60870-5-104: <- 1 (13364,13364)
START

ApduLen: 104

(] Type: I (0x00)
Tx: 13364
Rx: 13364

~ 1EC 60870-5-101/104 ASDU: ASDU=26728 <Typeld=104> Reqco3 NEGA I0A[104)=6842472, .

ypeld: Unknown (104)
sQ: False

110 1000 = NumIx: 104

16 1000 = CauseTx: Reqco3 (40)

1 Negative: True
Test False

JOA: 104

ddr 26728

QA 0842472

Raw Data

60ul 26,2022 14:46:11.425909000 WIB|

, Src Port: 65233, Dst Port: 2404, Seq: 0, Ack: 1, Len: 128

‘<Unknown Typeld>'

3388.88.68.8 88.88.88.4 65233 2404 182

FIGURE 8 Correlation alert Snort and Suricata with data extraction for IEC 104 flood.

Normal data and Malicious Activity on the Dataset

bf

iec104f

Type Data

synf

normal

0 100000 200000 300000 400000 500000
Number of Data

FIGURE 9 The number of classes on the dataset.

TABLE 2 The comparison accuracy of the IDS model.

Accuracy (%)

Classifier Imbalance RUS ROS SMOTE
Gradient boosting 91.23 94.91 94.55 94.28
Decision tree 93.59 99.05 95.65 96.61
Random forest 93.69 99.05 96.61 96.61

Note: Bold values indicate the highest values of each model used.

3.2 | Data extraction and IDS model
selection

Feature selection is done by observing the raw data in the pcap
format using Wireshark. Attack traffic data is validated using
Snort and Suricata for common attacks on traditional com-
puter networks such as port scan, brute force, ICMP flood, syn
flood and Xmas, while the IEC 104 flood attacks are observed
manually.

Based on the malicious activity patterns, the raw data is
extracted into comma-separated values (CSV). Feature
extraction and selection are done without using a special al-
gorithm. After extracting, labelling is done based on the attack-
obtained patterns; then, the training process is carried out to
determine the best algorithm.

We split the dataset into training data (70%) and testing
data (30%). In measuring and validating the performance of
the trained IDS model, we used recall, precision, and F mea-
sure (F1-Score) metrics. The confusion matrix is used to
evaluate the performance of the IDS model. The confusion
matrix is represented as true positive (ITP), true negative (TN),
false positive (FP), and false negative (FN). The performance
metrics are determined by Equations (1)—(4).

TN + TP

Acurracy = (IN + TP) (1)
(IN + TP + IN + IP)
.. TP

Precision = ———— (2)

(TP + FP)

TP
Recall = ———— (3)
(IN + FP)

(Precision X Recall)
(Precision + Recall)

F1 Measure = 2

(4)

The 10-fold cross-validation is cartied out to validate that
the model is not overfitting [22]. Cross-validation will ran-
domise the samples for each repetition with relatively the same
number of subsets [23]. Cross-validation techniques are widely
used in IDS research that uses machine learning including
validation for IDS models to detect Distributed Denial-of-
Service attacks [24], IDS validation for attacks on SCADA
systems in power systems [25] and IDS on industrial physical
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TABLE 3 The comparison precision of the IDS model.

Precision (%)

Classifier Method Normal Port scan Brute force ICMP flood Syn flood Xmas IEC 104 flood

Gradient boosting Imbalance 91 88 88 100 90 98 100
RUS 91 93 95 100 89 90 100
ROS 93 93 95 100 86 96 100
SMOTE 93 93 95 100 85 96 100

Decision tree Imbalance 93 93 91 100 93 99 100
RUS 100 99 98 100 100 97 100
ROS 94 98 98 100 93 96 100
SMOTE 92 97 98 100 93 96 100

Random forest Imbalance 95 93 95 100 90 99 100
RUS 100 98 99 100 100 97 100
ROS 95 98 98 100 92 96 100
SMOTE 94 97 98 100 91 96 100

Note: Bold values indicate the highest values of each model used.
TABLE 4 The comparison recall of the IDS model.
Recall (%)

Classifier Method Normal Port scan Brute force ICMP flood Syn flood Xmas IEC104 flood

Gradient boosting Imbalance 94 92 72 100 84 96 100
RUS 91 93 94 100 90 98 100
ROS 84 91 95 100 92 100 100
SMOTE 84 90 94 100 92 100 100

Decision tree Imbalance 96 97 92 100 87 96 100
RUS 99 97 98 100 99 100 100
ROS 92 95 98 100 93 100 100
SMOTE 92 94 98 100 92 100 100

Random forest Imbalance 94 97 88 100 90 97 100
RUS 99 97 98 100 99 100 100
ROS 90 95 98 100 95 100 100
SMOTE 90 94 98 100 94 100 100

Note: Bold values indicate the highest values of each model used.

systems [26]. ROC and AUC curves are used to measure the
true positive rate (TPR) and false positive rate (FPR) of the
model. Figure 2 shows the steps used to find the best method
to create a robust IDS model for the SCADA network.

4 | EXPERIMENTAL RESULT AND
ANALYSIS
Feature extraction result

41 |

The recognition of attack patterns and malicious activities is
carried out by the observation of results from running the

Wireshark and validation using Snort and Suricata. For com-
mon attacks on traditional computer networks, default rules
from Snort and Suricata are used to detect port scan, brute
force, ICMP flood, syn flood and Xmas. For the IEC 104
flood, manual observations were made. The timestamp in the
warning messages from Snort and Suricata is in accordance
with the information captured by Wireshark.

Port scanning is the first activity performed by an attacker
to see what services are open on the victim's device so that
they can perform more specific attacks. In port scanning, the
attacker sends fake commands to see the ports and services on
the victim's device [27]. The attacker will send TCP packets
with syn flags to check what ports are open, and if the port is
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TABLE 5 The comparison F1-Score of the IDS model.

F1-Score (%)

Classifier Method Normal Port scan Brute force ICMP flood Syn flood Xmas IEC 104 flood
Gradient boosting Imbalance 93 90 79 100 87 97 100
RUS 89 93 95 100 89 98 100
ROS 88 92 95 100 89 98 100
SMOTE 88 90 94 100 87 97 100
Decision tree Imbalance 95 95 91 100 90 98 100
RUS 99 98 98 100 100 98 100
ROS 93 96 98 100 93 100 100
SMOTE 92 96 98 100 93 98 100
Random forest Imbalance 94 95 91 100 90 98 100
RUS 99 98 98 100 100 98 100
ROS 93 96 98 100 93 98 100
SMOTE 96 96 98 100 93 98 100

Note: Bold values indicate the highest values of each model used.

open, then the victim device will reply with syn-ack and rst-ack
flags for closed ports [28]. Figure 3 shows the results of port
scan alert detection using Snort and Suricata along with the
correlation with the extraction feature data with a closed port
state because it has the rst-ack flags.

The brute force attack scenario is carried out by attacking
RTU 3 by targeting the SSH protocol service on port 22 and
FTP on port 21. The brute force attack is carried out by
entering many username and password combinations to take
over the victim's system [29, 30]. Brute force attacks were
carried out using the Hydra and Medusa penetration test tools
on Kali Linux. Figure 4 shows the correlation between alert
from snort and Suricata and extraction results. Figure 4 shows
a brute force attack directed at the FTP service with port 21.

ICMP flood is an attack by utilising ICMP echo-request
packets to flood the victim's device which causes the target
to be inaccessible through legitimate devices [31]. In this sce-
nario, the attacker device will flood the RTU with ICMP
packets so that the RTU's communication with the HMI is
disrupted. Figure 5 shows the correlation between the Snort
and Suricata alert and the dataset extraction results for the
ICMP flood attack. The timestamp in the warning messages
from Snort and Suricata follows the information captured by
Wireshark for the ICMP flood attack.

Syn flood attacks take advantage of massively sent syn-flag
packets to overwhelm the victim's network and cause a DoS
for legitimate communications [32]. On RTU devices in
SCADA systems, this attack will be very fatal because RTU
devices have limited computing resources. Figure 6 shows the
correlation of the extracted data with the Snort and Suricata
alert for syn flood attacks. The matched timestamp indicates
that the syn flood attack is indeed present in the dataset.

Xmas is a port scan technique that sends TCP header
packets containing Urgent, Push, and Final flags [33]. In other
attack techniques, Xmas can be utilised to flood a communi-
cation line using TCP packets containing all active flags [34]. In

this research, we use the Xmas attack to flood the communi-
cation line between RTU and HMI by sending TCP packets
with all flags active. The timestamp and TCP header containing
all active flags indicate that the conformity of the Xmas attack
is indeed present in the dataset. Figure 7 shows the correlation
between Snort and Suricata alerts and data extraction results.

For the IEC 104 flood attack, a modified ASDU packet is
sent using a CoT value of 42, a reqco3 value of 40 and an object
address (OA) using address 104. Figure 8 shows the detection
results of Snort and Suricata with the results of data extraction.
Timestamp, CoT value, reqco3 value and OA showing IEC 104
flood attack conformance contained in the dataset.

After the normalisation process, the total amount of data
from all classes is 1,048,574. Figure 9 shows the number of
classes on the dataset.

4.2 | IDS model performance

We compare the performance of the created IDS models using
three classification algorithms namely GrB, DT and RE The
performance of the IDS model is compared using datasets that
have not been over-sampled or under-sampled and those that
have been over-sampled. Table 2 presents a comparison of the
accuracy of the created IDS models. By using the RUS tech-
nique, the resulting accuracy increased by 5.36%, while ROS
and SMOTE techniques increased the accuracy by 2.92%.

To validate the performance in efficiency, the selected
features were evaluated using precision, recall and F1-score
[35]. Table 3 presents the value of precision.

Overall, the RF algorithm has better precision results than
GtB and RE The RUS technique in general in this study in-
creases the precision with better values than the ROS and
SMOTE techniques.

For the majority class, the results of precision in the DT
and RF algorithms with the oversampling method get better
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ROC Curves for GradientBoostingClassifier ROC Curves for DecisionTreeClassifier ROC Curves for RandomForestClassifier
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FIGURE 10 ROC curves and AUC values of each trained IDS model.

values than the undersampling method, but for the GrB
algorithm, the oversampling method gets better results than
the undersampling method. For the minority class, each

False Positive Rate

technique can increase the Recall of the IDS model. Table 5
shows the F1-Score results of the IDS model.
The class balancing technique on the dataset can improve

oversampling and undersampling technique increases the the Fl-score results; the highest improvement is obtained with
the RUS technique with DT and RF algorithms.

The ROC curve is used to measure the TPR and FPR of
the model, and the AUC value obtained from the ROC curve
reflects the accuracy of a classifier model in classification [6,
306]. Figure 10 shows the results of the ROC curves and AUC
values of each trained IDS model. (a) are ROC curves and
AUC Values for models trained with imbalance dataset, (b) are

ROC curves and AUC Values for models trained with balanced

precision with the highest increase when using the RUS.
The technique used to balance the classes in the dataset can
increase the precision value of each IDS model. Table 4
shows the recall measurement results of the created IDS
models.

Recalls on IDS models with the DT algorithm and RF with
the RUS technique have the best results for each class. For all
machine learning algorithms, the use of the undersampling
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TABLE 6 Cross-validation result.

Classifier Method Cross validation (%) Error (%)
Gradient boosting Imbalance 91 0
RUS 94 0.1
ROS 95 0
SMOTE 94 0
Decision tree Imbalance 88 0
RUS 93 0.1
ROS 96 0
SMOTE 95 0
Random forest Imbalance 89 0
RUS 93 0.1
ROS 96 0
SMOTE 95 0

dataset using ROS, (c) are ROC curves and AUC Values for
models trained with balanced dataset using RUS, (d) are ROC
curves and AUC Values for models trained with balanced
dataset using SMOTE.

The ROC-AUC results show that the GrB algorithm has
the best performance with high TPR and low FPR. The ROC
curves and AUC values show that the RUS, ROS and SMOTE
techniques can improve the performance of the IDS model in
detecting attacks on the dataset.

4.3 | IDS model validation
Table 6 presents the validation results using cross-validation
and standard deviation on the created IDS model.

From the validation results using cross-validation with 10-
folds, no indication of overfitting was found.

5 | CONCLUSION

The SCADA EIC104 system testbed, which is close to real
conditions, is required to produce reliable datasets. The created
dataset in this paper contains normal traffic and various attacks
traffic data and has good quality of data because the traffic data
are captured from a proper SCADA EIC 104. Thus, the dataset
can be used for training machine learning-based IDS models
for SCADA EIC 104 systems.

The created dataset overall consists of a balanced distri-
bution between the normal class and the attacks class; how-
ever, if we focus on the individual attack classes, the
distribution between the normal class and each individual
attack class is considered imbalanced. The experimental results
show that the imbalance of classes in the dataset affects the
performance of the IDS model in detecting attacks. The use of
oversampling and undersampling techniques improves the
performance of the IDS models on the created dataset. Thus,

the dataset is suitable for experiments that require both
balanced and imbalanced datasets.

From the experimental results, the RF algorithm provides
the best accuracy of 93% for an imbalanced dataset. The RUS
technique in the DT and RF algorithms provides the highest
accuracy of 99.05%. RF also provides the highest accuracy of
96.61% when using the ROS technique. DT and RF with
SMOTE provide an accuracy of 96.61%. Using the RUS tech-
nique in the RF algorithm increases accuracy by 5.36%, while the
ROS technique and SMOTE increase by 2.92%. In the DT al-
gorithm, the RUS technique can increase accuracy by 5.46%
while the ROS technique is 2.06% and SMOTE increases by
3.02%. In the GrB algorithm, the RUS technique can increase
accuracy by 3.68%, ROS by 3.32% and SMOTE by 3.05%.

The ROC curves and AUC values showed that the created
IDS model using GrB has a high TPR and low FPR in detecting
attacks. The ROC curves and AUC values also represent the
overall performance improvement of the IDS model in detecting
attacks when using ROS, RUS and SMOTE on the dataset.

Cross-validation results showed that there is no overfitting
on the IDS models. The best cross-validation results are ob-
tained in the IDS model with ROS on the DT and RF which
has an average accuracy of 96% with 0% error. Overall, the
experimental results showed that the ROS, RUS and SMOTE
can improve the detection performance of the IDS models
with any of the classifiers: GrB, DT and RE.
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