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Abstract: Using explosive material to fragment rock masses is a common and economical method
in surface mines. Nevertheless, this method can lead to some environmental problems in the
surrounding regions. Flyrock is one of the most dangerous effects induced by blasting which needs to
be estimated to reduce the potential risk of damage. In other words, the minimization of flyrock can
lead to sustainability of surroundings environment in blasting sites. To this aim, the present study
develops several new hybrid models for predicting flyrock. The proposed models were based on a
cascaded forward neural network (CFNN) trained by the Levenberg–Marquardt algorithm (LMA),
and also the combination of least squares support vector machine (LSSVM) and three optimization
algorithms, i.e., gravitational search algorithm (GSA), whale optimization algorithm (WOA), and
artificial bee colony (ABC). To construct the models, a database collected from three granite quarry
sites, located in Malaysia, was applied. The prediction values were then checked and evaluated using
some statistical criteria. The results revealed that all proposed models were acceptable in predicting
the flyrock. Among them, the LSSVM-WOA was a more robust model than the others and predicted
the flyrock values with a high degree of accuracy.

Keywords: blast-induced flyrock; LSSVM; optimization; prediction models

1. Introduction

Drilling and blasting is an indispensable technique for breakage and displacement of
rock masses in open-pit mines. Nevertheless, some undesirable phenomena, such as ground
vibration, airblast, flyrock (FR), and backbreak are produced by blasting operations [1–5].
Any blasting event produces a sudden ejection of rock pieces, which are referred to as
“FR”. This phenomenon is one of the most hazardous environmental issues induced by
blasting which may lead to various problems for humans, including fatalities [6–9]. As
mentioned in previous studies, some blast design factors, such as burden (B), spacing (S),
stemming (ST), weight charge (WC), and powder factor (PF), are the effective factors in the
intensity of FR [8–10]. Aside from the aforementioned factors, the properties of the rock
mass, such as rock density and uniaxial compressive strength, are considered the effective
factors on the FR, called uncontrollable factors [9,10]. The FR can occur based on three
different mechanisms, i.e., rifling, face burst, and cratering [11,12]. The poor ST material,
the small ratio of ST to blast-hole diameter, and inadequate B are the most important causes
for the rifling, cratering, and face burst mechanisms [9,13].
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In the literature, numerical simulations are considered to be the common methods
to study the blasting mechanism in rock masses. According to Kutter and Fairhurst [14],
three main zones, i.e., the crushed, cracked, and elastic vibration zones, can be formed
after each blasting event. Additionally, the in-situ stress has an important effect on the
propagation of cracks produced by blasting. To study the failure responses of rocks, the
distinct element method (DEM), finite difference method (FDM), and finite element method
(FEM) have been extended in recent years by many scholars [15–20]. As an example, a two-
dimensional discrete element method was used to numerically simulate the mechanism
of rock fragmentation produced by blasting in the study conducted by Hajibagherpour
et al. [19]. They showed that the proposed numerical model can be effectively employed
to simulate the crack propagation process around a blast-hole. Aside from numerical
modelling, several empirical models have been employed to predict flyrock [20]. These
empirical models have been formulated based on considering only one or two of the
effective factors of flyrock. For this reason, the accuracy of the mentioned empirical models
is not good enough. Therefore, the use of artificial intelligence methods can be a good
solution to predict FR with a high degree of performance. Additionally, the use of artificial
intelligence methods in different fields of mingling and civil engineering indicates the
effectiveness of these methods for predicting and optimizing aims [21–31].

An artificial neural network (ANN) model was employed to predict FR in the study
conducted by Monjezi et al. [32], and its performance was compared with statistical models.
Their results indicated the performance of ANN was better than statistical models in
predicting FR. For the same purpose, Ghasemi et al. [33] employed ANN and fuzzy system
(FS) and showed better prediction capability of FS over ANN. Moreover, the ANN model
was compared with the adaptive neuro-fuzzy inference system (ANFIS) for the prediction of
FR by Trivedi et al. [34]. They revealed higher performance in respect to accuracy of ANFIS
compared with the ANN model. In another study, a genetic programming (GP) model was
employed by Faradonbeh et al. [35] to predict FR. In their study, the non-linear regression
models were also used for comparison aims. They concluded that the GP predicted FR with
a higher performance in comparison to non-linear regression models. The GP model was
also employed by Ye et al. [36] and its results was compared with a random forest model.
According to their results, the performance of GP was better than the random forest model.

The present study attempts to propose several efficient hybrid models through the
cascaded forward neural network (CFNN) and also the least squares support vector ma-
chine (LSSVM) in combination with three optimization algorithms, including artificial bee
colony (ABC), gravitational search algorithm (GSA), and whale optimization algorithm
(WOA), for the prediction of FR.

The rest of this article includes the following sections. More details about the source
of the database and the developed models are explained in the second section. Then, the
setting parameters in the modelling processes are explained in the third section. The results
and discussions are provided in the fourth section; finally, the last section presents the
conclusions of the study.

2. Research Significance

FR is considered as an environmental and hazardous problem in mine blasting, which
may result in human injuries, fatalities, property damage, and instability of slopes. Hence,
a valid and reliable prediction of FR has critical implications in mitigating and controlling
the adverse effects along with sustainable development and responsible mining. In other
words, the control and minimization of FR can lead to sustainability of surroundings
environment in blasting sites. For the aforementioned aims, the present study attempts to
propose several efficient hybrid models through the CFNN and also LSSVM in combination
with three optimization algorithms. To the best of our knowledge, this is the first work that
predicts the FR by using the proposed models.
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3. Materials and Methods
3.1. Materials

The database used in this study was collected from three granite quarry sites located
in Malaysia, including the Ulu Tiram, Pengerang, and the Masai quarry sites. The values of
the rock quality designation (RQD) of the aforementioned quarry sites ranged from 45 to
80, 50 to 70, and 40 to 75, respectively. Additionally, the values of the rock strength ranged
from 30 to 110 MPa, respectively. In total, 80 datasets including some effective parameters
on the FR were used in constructing the predictive models. In this regard, the S, B, ST,
PF, and density were used as the input parameters, and the FR was used as the output
parameter. More details about the statistical properties of datasets will be provided in
Section 5.

3.2. Methods

In this study, the LSSVM is combined with the ABC, GSA, and WOA to predict FR.
Additionally, the CFNN model is also used for comparison aims. In this section, the
mentioned models are briefly explained.

3.2.1. LSSVM Model

LSSVM is a robust machine learning technique. This method was proposed as an up-
graded form of the SVM, which suffered from some drawbacks in its learning stage, namely
the demand in calculability and the limitation in dealing with inequality constraints. There-
fore, LSSVM becomes an efficient ML technique after fixing the aforesaid issues [37,38]. For
a regression task which aims at finding a suitable correlation that emulates the behaviour
of a system defined by a set of data having inputs x = {x1, x2, . . . , xN} that xj ∈ RD and
N is the number of samples in the set, and targets t defined on R as y = {y1, y2, . . . , yN},
the first step in the LSSVM method consists of formulating the following minimization
problem [39]:

minimize 1
2 wTw + 1

2 γ

N

∑
j=1

(
e2

j

)
s.t. yj = wT ϕ

(
xj
)
+ b + ej, i = 1, 2, . . . , N

(1)

where ej denotes the regression error, γ represents the regularization parameter, T points
out the transpose operator, w and b are the weight and bias parameters, respectively, and ϕ
is a nonlinear mapping function.

The learning phase of LSSVM passes through finding the proper values of w and b. To
this end, the formulated minimization problem is transformed into a Lagrangian function
using the formula shown below [40]:

L(w, b, α, e) =
1
2

wTw +
1
2

γ ∑N
j=1

(
e2

j

)
−∑N

j=1 αj

(
wT ϕ

(
xj
)
+ b + ej − yj

)
(2)

where the coefficients αi are called Lagrangian multipliers. The solution of L is obtained by
solving the following system of equations:

∂L(w,b,α,e)
∂w = 0⇒ w = ∑N

j=1 αj ϕj
(
xj
)

∂L(w,b,α,e)
∂b = 0⇒ ∑N

j=1 αj = 0
∂L(w,b,α,e)

∂ej
= 0⇒ αj = γej, j = 1, 2, . . . , N

∂L(w,b,α,e)
∂αj

= 0⇒ wT ϕ
(
xj
)
+ b + ej − yj = 0, j = 1, 2, . . . , N

(3)
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The above system which defines the vanishing of the partial derivatives of L with
regard to w, b, e, and α can be arranged in the following matrix scheme:[

0 1T
N

1N Ω + γ−1 IN

][
b
α

]
=

[
0
y

]
(4)

In the above equation, IN points out N × N size identity matrix, y = [y1, y2, . . . , yN ]
T ,

α = [α1, α2, . . . , αN ]
T , 1N = [1, 1, . . . , 1]T , and Ω is the kernel matrix. The elements of this

latter term are expressed as follows:

Ωj,l = ϕ
(
xj
)

ϕ(xl) = K
(

xj, xl
)

(5)

where K is the kernel function. Gaussian radial basis function (RBF) is among the frequently
considered kernel functions in LSSVM.

In the last step, the gained LSSVM paradigm can predict the investigated target using
the following expression:

f (x) = ∑N
j=1 αjK

(
xj, xl

)
+ b (6)

where (αj, b) are determined from Equation (4).
It is worth mentioning that the robustness of LSSVM is related to the proper selection

of its hyper-parameters, viz.,
σ2 and γ. To do so, in the present work, three rigorous metaheuristic algorithms were

suggested to tune these control parameters.
In this study, three optimization algorithms, including the GSA, WOA, and ABC,

are used to improve the LSSVM performance. The aforementioned algorithms are briefly
explained in this part.

(A) Gravitational search algorithm (GSA)

The GSA is a metaheuristic algorithm developed by Rashedi et al. [41] based on
Newton’s law of gravity [37]. The GSA is a population-based algorithm, and this means
that a population of possible solutions is considered during the optimization process. The
particles of the population are subjected to positions updating using the main governing
equations of the algorithms. In this regard, the position of each particle is denoted by
a vector x, while the force between two elements i and j at iteration g, is expressed as
follows [41]:

Fg
ij = Gg

Mg
i Mg

j

Rg
ij + ε

(
xg

i − xg
j

)
(7)

where ε points out a constant with a small value, R denotes the Euclidian distance between
the two particles, while G represents the gravitational constant defined as:

Gg = Gg0
gχ

0
g

χ < 1 (8)

where Gg0 is the initial value of the gravitational constant. The overall force resulted
from the particles of the population on each particle i is determined using the following
formula [41]:

Fg
i = ∑N

j∈Jbest , j 6=i r1jF
g
ij (9)

where Jbest represents a set of best particles in the population and r1j is a random determined
uniformly over iterations from [0, 1].

In another step, the motion law is considered as per following formulas [41]:

ai =
Fg

i

Mg
i

(10)
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where ai points out the acceleration of mass and Mi is the inertia mass which is determined
using the equation below:

Mg
i =

mg
i

∑N
j=1 mg

j
(11)

and

mg
i =

f g
i − wg

bg − wg (12)

where f is the fitness value of the element i, and w and b represent the worst and best
fitness values in the population, respectively. Finally, the velocity and the position of the
elements are:

vg+1
i = r2iv

g
i + ag

i (13)

xg+1
i = vg+1

i + xg
i (14)

where r2i is a random generated uniformly from [0, 1], and v and x point out the velocity
and position of elements, respectively.

The steps of GSA based on the stated equations are repeated until a stopping criterion
is fulfilled.

(B) Whale optimization algorithm (WOA)

The WOA is another population-based algorithm introduced by Mirjalili and Lewis [42].
The main steps and the governing equations of WOA mimic the hunting process of back
whales [37]. Initially, an initial population of whales is created randomly. The positions of
the whales represent possible solutions of the optimization problem. In order to evaluate
the quality of these positions, a fitness function that emulates the objective function to
optimize is applied. Based on the evaluation step, the whales are subjected to update their
positions at a given generation (g + 1). To do so, the associated shapes of the position
are changed to spiral or circular forms with respect to a probability p using the following
equation [42]:

Xg+1 =

{
D′ebl cos(2πt) + X∗g i f p ≥ 0.5
X∗g − AD i f p < 0.5

(15)

In the above equation, X∗ points out the best whale which is located nearby the prey.
D′ = |Xi − X∗| represents the distance between the whale i and the prey, b is a constant for
specifying the spiral shape, and l is a random number from [−1, 1]. The other terms of the
above equation are defined as per following equations [42]:

A = 2ar− a (16)

C = 2r (17)

D = |CX∗ − Xi| (18)

where a is a number decreasing linearly from 2 to 0 over the distance, and r is a random
from [0, 1]. According to the value of A, if it is mainly outside the interval [−1, 1], a circular
form is considered for upgrading the positions based on a randomly selected whale Xg

r .
The following equation shows this process:

Xg+1 = Xg
r − AD (19)

The new positions obtained after carrying out the update of the shapes are assessed
using the fitness function. Lastly, if the best whale shows an enhancement in its fitness
values, it will change its position to this newest one, otherwise, the best existing position
will be conserved.
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The described steps of this optimization algorithm are repeated until a stopping
criterion is achieved.

(C) Artificial Bee Colony (ABC)

The ABC is an intelligent swarm-based metaheuristic algorithm proposed by Karaboga [43].
As indicated in its appellation, ABC emulates the steps performed by honeybees as they
search for nectar sources. In this regard, three groups, including employed, onlookers,
and scout bees are considered in this process. The role of employed group is to amass the
information and expose it to the onlooker group. The scout group consists of changing the
positions once no improvement is noticed in some sources of bees.

The main steps of ABC are given below [44]:

- An initial population of bees is generated randomly. Each bee has its own position x.
The numbers of employed and onlookers are the same in the population. A fitness
function is considered for assessing the quality of the bees.

- Employed bees: this step consists of updating the positions of bees at the generation
(g + 1) using the following equation:

xg+1
i = xg

i + ϑi

(
xg

i − xg
ω

)
(20)

where ϑi is a random from [0, 1] and ω ∈{1, 2, . . . , colony size}ω 6=i.
Afterward, the quality of each new position is examined using the fitness function, and

if an improvement is obtained, this new position is conserved, otherwise, it is abandoned.

- Onlooker bees: by carrying out the previous step which emulates the exploitation
phase, the gained information by the employed bees is exposed to the onlookers, which
select the proper ones by applying the following equation bases on the probability P:

Pi =
f ti

∑E
i=1 f ti

(21)

where f t points out the fitness value and E represents the number of employed bees. As in
the case of employed bees, if an improvement is obtained, this new position is conserved,
otherwise, it is abandoned.

- Scout bees: this step consists of randomly changing the position of a given employed
bee after a defined number of generations if it does not show any improvements in its
fitness quality.

The optimum solution of the problem is represented by the fittest bee. The above-
described steps are recurring until a stopping condition is reached.

3.2.2. CFNN Model

The CFNN is a type of ANN which is recognized by its flexible-based structure [45].
This advantage allows CFNN to generate accurate predictive models for many systems
with different degrees of complexity. The structure of CFNN neurons is distributed into
three kinds of layers, including input, hidden, and output layers [46]. The input layer
receives the data, then this latter is transformed and processed in one or more hidden
layers using the so-called activation functions (such as tansig and logsig), while the results
of the paradigm are obtained from the output layer. The number of hidden layers and
their involved neurons depend on the complexity of the system as one hidden layer is
generally enough for low to medium complicated cases, while more than one hidden layer
is requested for highly complex cases. CFNN is characterized by its specific cascaded
scheme for linking the neurons to the others [46]. This scheme is ensured by linking each
neuron from a preceding layer to the nodes of the subsequent layers [46].

As the other kinds of ANN, the learning phase of CFNN aims at achieving the suitable
weight and bias values of its architecture. Backpropagation-based algorithms, such as the
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Levenberg–Marquardt algorithm (LMA), are known to be highly efficient for this kind of
optimization. In this investigation, LMA algorithms were considered in the optimization of
the bias and weights of CFNN. More information about LMA can be found in published
literature [47,48].

It is worth mentioning that the considered soft computing approaches in this study,
namely CFNN and LSSVM, differ from each other mainly on the learning strategy where
in LSSVM, the learning process is done after the formulation of the minimization problem
(shown in Equation (1)) and then the problem is resolved by finding the control parameters
of the model, while in CFNN, the learning approach is gained by finding the suitable
topology and the appropriate weights linking between the neurons of different layers until
reaching the low function error (such as root mean square error) value.

3.2.3. Model Performance Evaluation

As stated in the previous section, the modelling task of FR using CFNN and LSSVM
was extended in this study by investigating the suitable input parameters that can give
the most accurate predictions of this vital factor. Before showing the main finding of the
modelling tasks using the aforesaid ML models, it is worth mentioning that during the
performance evaluation of the models, the following statistical indexes were calculated
using the equations shown below [1,4,5,49–52]:

Average Absolute Relative Error (AARE):

AARE% =
1
N ∑N

i=1

∣∣∣∣ FRimea − FRi pred

FRimea

∣∣∣∣× 100 (22)

Coefficient of Determination (R2):

R2 = 1−
∑N

i=1

(
FRimea − FRi pred

)2

∑N
i=1

(
FRi pred − FR

)2 (23)

Root Mean Square Error (RMSE):

RMSE =

√
1
N ∑N

i=1

(
FRimea − FRi pred

)2
(24)

In the above equations, the subscripts mea and pred denote the measured and estimated
FR, respectively, FR mean of FR values, and N points out the number of samples.

4. Development of Predictive Models

The main purpose of the suggested ML learning methods in this study was to deliver
robust models that can estimate the FR under different circumstances. For a better inves-
tigation, several input parameters were considered in each of the proposed paradigms.
Accordingly, six different schemes were involved in the development of these ML-based
predictive models. These schemes are summarized in the following equations:

(M1) FR = f (S, B, ST, PF, Density) (25)

(M2) FR = f (S, B, ST, PF) (26)

(M3) FR = f (S, B, ST, Density) (27)

(M4) FR = f (S, B, PF, Density) (28)

(M5) FR = f (S, ST, PF, Density) (29)
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(M6) FR = f (B, ST, PF, Density) (30)

In order to properly implement CFNN-LMA and the proposed hybridization LSSVM-
metaheuristic algorithms, including the LSSVM-WOA, LSSVM-GSA, and LSSVM-ABC mod-
els, some necessary steps were carried out as shown in the two flowcharts of Figures 1 and 2,
respectively. According to these flowcharts, the first step consisted of normalizing the
database. This step significantly improves the performance of the considered ML tech-
niques. The normalization procedure of the database is given in the following equation:

xn =
2(xi − xmin)

(xmax − xmin)
− 1 (31)

where x and xn point out the variable and the normalized value, respectively, while
xmax and xmin represent the maximum and minimum values of the variable, respectively.
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After performing the normalization of the data, the latter was divided into train
and test sets. The aim of these two groups was to train the models (train set) and cer-
tify their robustness of unseen measurements (test set). These two sets covered 80% and
20% of the whole measurements, respectively. During the learning phase of the CFNN-
and LSSVM-based models, their control parameters were investigated using the above-
discussed algorithms and some other techniques. In this regard, the trial and error method
was considered for selecting the best topology of CFNN, while LMA was applied for
optimizing the weights and bias values of the network. For the LSSVM model, three meta-
heuristic algorithms including ABC, GSA, and WOA were implemented in the optimization
of the two impacting LSSVM control parameters, namely γ and σ2. It is necessary to add
that it was proven in some previous works that it is more suitable to consider some specific
trust region algorithms such as Levenberg–Marquardt algorithms rather than applying
metaheuristic algorithms in the training phase of some feedforward networks such as MLP
and CFNN [53]. However, for many other soft-computing approaches such as LSSVM
and SVM, metaheuristic algorithms are much more appropriate for finding the control
parameters of these techniques [54]. Table 1 reports the main setting of these metaheuristic
algorithms. In our suggested workflows (Figures 1 and 2), the constraints and/or evalua-
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tion of overfitting were considered by checking the accuracy of the paradigms during both
training and testing phases. It is clear from the statistical evaluation of the models that
if the prediction accuracy of the latter is very satisfactory during the training and testing
phases, the overfitting issue is avoided.

Table 1. The considered control parameters of the three employed metaheuristic algorithms.

Algorithm Parameter Value

ABC

Number of employer bees 20

Number of onlooker bees 20

Number of generations 30

Number of generations to scout bees 4

GSA

r1j and r2j [0, 1]

Number of generations 30

Number of individuals 40

WOA

a 2 to 0

r [0, 1]

Number of generations 30

Number of whales 40

5. Results and Discussion
5.1. Exploratory Analysis

The optimal strategy for solving the high non-linear problems significantly depend on
the behavior of the dataset used in the simulation process. Thus, the statistical data descrip-
tion is one of the most crucial tasks of the pre-processing stage in ML-based modelling in
engineering problems. Table 2 lists the statistical properties of datasets implemented in the
FR predicting procedure. The low values of skewness and kurtosis confirmed that all inputs
and targets are categorized as a pseudo-normal distribution. Figure 3 demonstrates the
Pearson correlation coefficients in form of a correlogram. It can be concluded that the “S”
parameter with respect to the largest correlation coefficient (0.65) has the most significance
in prediction of the FR value.
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Table 2. Descriptive statistics of all features used in modelling the FR.

Metric/Feature S (m) B (m) ST (m) PF (kg/m3) Density (gr/cm3) FR (m)

Minimum 2.65 1.5 1.7 0.67 2.3 61

Maximum 4 3.2 3.6 1.05 2.8 334

Mean 3.324 2.415 2.171 0.8908 2.579 223.5

Std. Deviation 0.4228 0.4776 0.4022 0.113 0.1684 64.61

CV 12.72% 19.78% 18.53% 12.69% 6.529% 28.91%

Skewness −0.2032 0.2017 1.608 −0.2148 −0.2942 −0.5848

Kurtosis −1.556 −1.518 2.82 −1.058 −1.247 −0.1065

As stated before, the database considered in this study was divided into training and
testing sets. The first set is applied in the models’ development, while the test set is devoted
to the validation and investigation of the accuracy behavior of the established models when
dealing with unseen measurements.

5.2. Modelling Results

By performing the steps described in the previous sections, it was found that 3 hidden
layers with tansig as an activation function, and 12, 11, and 9 neurons in each of them,
respectively, represented the proper CFNN topology in all of the six schemes. For LSSVM
models, the achieved σ2 and γ values using the ABC, GSA, and WOA ranged between
403.15 to 1847.43 and 35,479,174.56 to 67,688,321.04, respectively.

The statistical evaluation of the performance of the obtained ML-based models with
respect to the stated six schemes in the previous sections is shown in Table 3. In this table,
statistical criteria, namely AARE, R2, and RMSE are reported for the training set, the test set,
and the whole dataset. According to this table, and based on the schemes, it can be seen that
M1 is the best one, followed by M2. In the combination of M1 including all inputs for the test-
ing phase, the LSSVM-WOA in terms of (R2 = 0.999, RMSE = 3.4209 m, and AARE = 1.3017)
was identified as the superior predictive model, followed by CFNN-LMA (R2 = 0.9347,
RMSE = 16.5215 m, and AARE = 7.512), LSSVM-GSA (R2 = 0.904, RMSE = 16.1775 m, and
AARE = 5.5193), and LSSVM-ABC (R2 = 0.9049, RMSE = 19.439 m, and AARE = 8.0032),
respectively. In the M2 (in testing phase), as the second-best combination, the LSSVM-WOA
with respect to the highest R2 (0.9896) and smallest RMSE (10.4268) outperformed the other
models. The result assessment demonstrated that M6 on account of poorest performance
(R2 = 0.3616 and RMSE = 58.5744 for the LSSVM-WOA) was recognized as the worst scheme
regardless of the ML type. Typically, it can be understood from this remark that S is the most
impacting input parameter on FR as its exclusion from the input variables (M6) caused the
worst prediction performance regardless of the type of ML techniques, while density has a
small effect on FR since its elimination from the input parameters (M2) did not significantly
affect the degree of prediction accuracy. In addition, it can also be deduced that for each
of the six schemes, the LSSVM-WOA yielded more accurate predictions compared with
the other LSSVM-metaheuristic algorithms and the CFNN-LMA. According to Table 3, it
was found that M1 outperformed other combinations followed by M2, M4, M3, M5, and M6,
respectively. Additionally, it can be said that the LSSVM-WOA in all input combinations
was the best predictive model developed in this study for prediction of FR. For better com-
parison between the predictive performances of the provided models in all combinations,
the probability density function violin plots are exhibited in Figure 4. According to this
figure, considering the best agreement between measured and predicted values of FR, it can
be clearly implied that the LSSVM-WOA was the superior model for accurately estimating
FR, the CFNN-LMA was identified as the second-best model, and LSSVM-ABC yielded the
worst results in all combinations. Regarding the mentioned analysis, the combination of M1
was kept for further performance investigation and validations. It is necessary to add that
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in order to confirm that the ANN scheme did not suffer from the overfitting issue, a 4-fold
cross-validation was performed on our best ANN paradigm (the case of M1) to assess the
generalization of the model when dealing with new sets of data. To do so, the database was
randomly divided into 4 folds, then, the modelling was done by considering a sole fold as
the test sub-data and devoting the rest for the training phase. In order to swap between the
folds involved in the training and testing phases, the aforesaid step was repeated 4 times.
The results gained from the 4-fold cross-validation are reported in Table 4. As can be seen, the
consistency of the model is confirmed for all the folds, thus, the overfitting issue is avoided.

Table 3. Performance of the suggested ML-based models with respect to the six schemes.

Scheme Model Statistical Criteria Train Data Test Data All Data

M1

CFNN-LMA

R2 0.9875 0.9347 0.977

AARE 2.5163 7.512 3.5154

RMSE 7.2292 16.5215 9.8184

LSSVM-ABC

R2 0.9867 0.9049 0.971

AARE 3.0419 8.0032 4.0341

RMSE 7.4089 19.439 10.9311

LSSVM-GSA

R2 0.9828 0.904 0.967

AARE 3.4215 5.5193 3.8411

RMSE 8.7308 16.1775 10.6453

LSSVM-WOA

R2 0.9926 0.9991 0.9943

AARE 1.6473 1.3017 1.5782

RMSE 7.4847 3.4209 6.8671

M2

CFNN-LMA

R2 0.9812 0.9366 0.972

AARE 2.9261 8.5748 4.0558

RMSE 8.4645 20.2612 11.8077

LSSVM-ABC

R2 0.9769 0.9235 0.9675

AARE 3.7643 7.083 4.428

RMSE 9.8655 16.7483 11.5743

LSSVM-GSA

R2 0.9754 0.9054 0.9614

AARE 4.254 6.5356 4.7103

RMSE 10.3962 18.0443 12.312

LSSVM-WOA

R2 0.9871 0.9896 0.9875

AARE 2.6662 2.8723 2.7074

RMSE 10.105 10.4268 10.1702

M3

CFNN-LMA

R2 0.883 0.9172 0.89

AARE 7.2573 8.2441 7.4546

RMSE 21.9097 18.6501 21.2977

LSSVM-ABC

R2 0.9191 0.7622 0.8811

AARE 6.7642 12.4379 7.8989

RMSE 17.7366 34.5376 22.1413

LSSVM-GSA

R2 0.8874 0.7979 0.8714

AARE 7.8757 13.615 9.0236

RMSE 21.7035 27.6908 23.0259

LSSVM-WOA

R2 0.9625 0.9398 0.9305

AARE 6.6657 21.8618 9.7049

RMSE 17.5076 43.8141 25.0828
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Table 3. Cont.

Scheme Model Statistical Criteria Train Data Test Data All Data

M4

CFNN-LMA

R2 0.8878 0.8706 0.8856

AARE 6.9643 10.5219 7.6758

RMSE 21.6209 22.0891 21.7153

LSSVM-ABC

R2 0.892 0.8572 0.8849

AARE 7.0333 9.8644 7.5995

RMSE 20.9307 24.9094 21.7846

LSSVM-GSA

R2 0.8689 0.8748 0.8707

AARE 8.1285 11.6169 8.8262

RMSE 22.7463 24.3938 23.0852

LSSVM-WOA

R2 0.9921 0.9201 0.9777

AARE 2.7384 14.8704 5.1648

RMSE 8.0666 31.6042 15.8689

M5

CFNN-LMA

R2 0.8879 0.8456 0.8791

AARE 7.6983 11.2721 8.413

RMSE 21.3743 25.7841 22.326

LSSVM-ABC

R2 0.8891 0.8376 0.8823

AARE 8.3536 7.5541 8.1937

RMSE 22.1859 21.3895 22.0289

LSSVM-GSA

R2 0.8983 0.831 0.8825

AARE 6.6676 11.6499 7.6641

RMSE 19.9291 28.846 22.0035

LSSVM-WOA

R2 0.8979 0.7985 0.8859

AARE 12.374 13.7799 12.6551

RMSE 29.5911 30.7061 29.8175

M6

CFNN-LMA

R2 0.4324 0.3195 0.4186

AARE 17.817 30.9799 20.4496

RMSE 46.3091 58.3475 48.9542

LSSVM-ABC

R2 0.4856 0.1575 0.4327

AARE 17.9507 30.1723 20.395

RMSE 44.6322 61.0195 48.356

LSSVM-GSA

R2 0.5574 0.4669 0.4329

AARE 18.587 24.6491 19.7994

RMSE 44.7295 60.6898 48.3449

LSSVM-WOA

R2 0.806 0.3616 0.7228

AARE 15.5962 22.1002 16.897

RMSE 40.172 58.5744 44.466
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Table 4. Results of the 4-fold cross-validation for the CFNN-LMA model (M1 scheme).

Overall R2 Overall RMSE

Fold 1 0.9759 9.8664

Fold 2 0.9761 9.8601

Fold 3 0.9754 9.9361

Fold 4 0.9762 9.8597

In order to extend the examination of the accuracy of the best implemented models,
some graphical evaluation techniques were considered. Figure 5 shows the physical trend
variation and cross plots related to the M1 which illustrate a comparison of the measured
and predicted FR values during both the training and testing phases. Based on the scatter
plots, a tight cloud of points is located nearby the line Y = X for all datasets. This means that
the LSSVM-WOA can predict FR values with a great degree of accuracy as its predictions
are very close to the perfect case shown by the unit-slop line. The left side of Figure 6 shows
the ability of the predictive models to capture the non-linearity behaviour of the datasets.
The LSSVM-WOA yields the best agreement with the measured FR compared with other
LSSVM models and the CFNN-LMA model.

Another visual tool for inspecting the reliability of the LSSVM-WOA paradigm is dealing
with the relative deviation (RD%) distribution diagram that is exhibited in Figure 6. The
quartiles of RD for 25% and 75% of datasets are listed in Table 5. The LSSVM-WOA model,
owing to having the least values of Q25% = −0.5566, Q75% = 1.093, and IQR = 1.650, yielded
more reliable outcomes in comparison with the CFNN-LMA (Q25% = −2.976, Q75% = 2.105,
and IQR = 5.081), LSSVM-ABC (Q25% =−2.778, Q75% = 2.504, and IQR = 5.282), and LSSVM-
GSA (Q25% = −2.712, Q75% = 2.716, and IQR = 5.428), respectively. Obviously, the above
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diagnostic analysis reveals that the LSSVM-WOA model has very low prediction errors
regardless of the considered conditions.
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Table 5. Quartile of RD for 25% and 75% of datasets.

Model CFNN-LMA LSSVM-ABC LSSVM-GSA LSSVM-WOA

Q25%-RD% −0.5566 −2.778 −2.712 −2.976

Q75%-RD% 1.093 2.504 2.716 2.105

IQR-RD% 1.650 5.282 5.428 5.081

Lastly, Figure 7 demonstrates the 3D surface of RD variation concerning the LSSVM-
WOA versus the S and PF, as the two most significant variables, to assess the reliability
seeking zone for estimating the FR. The RD variation reveals that the most reliable and
accurate results are obtained in the ranges of 3 ≤ S ≤ 3.5 and 0.8 ≤ PF ≤1.1.
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6. Conclusions

FR is one of the most adverse effects induced by blasting in surface mines. In this study,
an attempt was made to predict blast-induced FR through hybridizing three optimization
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algorithms including the ABC, GSA, and WOA with the LSSVM model. In addition, CFNN-
LMA, as a powerful tool for the prediction aims, was developed. For developing the
models, six different schemes based on different combinations of input parameters were
employed and in total, twenty-four different models were constructed. After that, three
statistical indexes, i.e., AARE, R2, and RMSE, were used to check the performance of the
models and to compare their results.

Some conclusions are drawn as follows: the results indicated that among the total con-
structed models, the LSSVM-WOA model was the most accurate model in all six schemes
compared with the CFNN-LMA, LSSVM-GSA, and LSSVM-ABC models. The most accurate
results of the LSSVM-WOA (AARE = 1.3017, R2 = 0.9991 and RMSE = 3.4209), LSSVM-
GSA (AARE = 5.5193, R2 = 0.904 and RMSE = 16.1775), and CFNN-LMA (AARE = 7.512,
R2 = 0.9347 and RMSE = 16.5215) were obtained from the first scheme, while that for the
LSSVM-ABC model (AARE = 7.083, R2 = 0.9235 and RMSE = 16.7483) was obtained from
the second scheme. It is important to note that the above results were related to the testing
phase. On the other hand, the sixth scheme had the worst performance. In this scheme, the
S parameter was removed from the modelling. Therefore, it can be suggested that the S was
an effective parameter in the modelling. Additionally, according to RD%, the LSSVM-WOA
model had very low prediction errors regardless of the considered conditions. The pre-
sented results in this study cannot be compared with results of the previous studies because
different fields investigation as well as different range of input parameters were used in
the previous studies. Nevertheless, for a comparison with the literature, the LSSVM-WOA
presented in this study predicted the FR with a very good R2, while Koopialipoor et al. [55],
Faradonbeh et al. [56], Zhou et al. [57], Nguyen et al. [58], and Marto et al. [59] predicted
the FR with an R2 of 0.959, 0.924, 0.944, 0.986, and 0.981, respectively. The aforementioned
results indicate the effectiveness of the LSSVM-WOA model in predicting the FR.

It is worth mentioning that the proposed models herein are specific to studied cases
and the use of these models in other surface mines requires some modification based on
blasting and mining conditions. However, our best implemented model can predict the
FR with high accuracy and the paradigm can be applied for cases filling the applicability
conditions considered in this work, namely by respecting the maximum and minimum
values of the involved input parameters.

For future works, it can be recommended to use other optimization algorithms, such
as seagull optimization algorithm (SOA), sparrow search algorithm (SSA), loin swarm
optimization (LSO), and moth-flame optimization (MFO) algorithms, in combination with
CFNN and LSSVM models.
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