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A B S T R A C T   

Mussel shells is a macro zoobenthos that lives on soft substrates in the mud (infauna) and is classified as a 
bivalve. This research detects formalin in mussel shells utilizing an Electronic Nose comprised of gas sensor's 
array. The samples used were formalin mussel shells with several concentrations from 100 ppm to 500 ppm with 
the addition of 100 ppm. The research was conducted using six sensors with a sampling time of 120 s. The output 
voltage from each sensor is then clustered based on principal component analysis and classified using several 
techniques, which are support vector machine, decision tree and random forest. We demonstrate that all clas
sifiers have an accuracy of 1. The phenomenon occurs because all feature representations can produce enough 
information to classify data. Principal component analysis achieves the best score in preserving the local 
structure. PCA can keep an average of 33% nearest data in the same neighbourhood. While variational 
autoencoder can keep 14% nearest data in the same neighbour, and autoencoder can keep 8% nearest data in the 
same area.   

1. Introduction 

Mussel shell (Mytilus edulis) is a marine animal with a tiny shape of 
about three to five millimetres and a pale brown body and belongs to the 
type of soft animal (mollusc). The development of mussel shells as a 
nutritious food ingredient for people has excellent prospects. Some 
coastal fishermen sell mussel shells in fresh, unprocessed form. New 
mussel shells can be obtained by buying directly from the merchant. For 
mussel shells to look fresh when purchased by consumers, traders or 
sellers often preserve their food with preservatives. Preservatives in food 
must be appropriate, both in the form of type and dosage. 

Formaldehyde is commonly used in the food industry as a preser
vative for seafood, including mussels, to prevent spoilage and extend 
their shelf life. It is a chemical preservative that is not produced by living 
organisms and is not present in nature. Using a steady dose of 

formaldehyde to increase the shelf life of mussels is the cheapest and 
simplest method. The World Health Organization (WHO) believes the 
permissible formaldehyde consumption for a typical adult is between 
1.5 and 14 mg per day (7.75 mg per day) [1]. Ingestion of formaldehyde 
in high doses may cause harm to the gastrointestinal system, kidneys, 
liver, and lungs, as well as cancer [2]. WHO also published a document 
which provides information on the safety of various food additives, 
which state that the formaldehyde is considered to be a genotoxic 
carcinogen. This substance can damage DNA and potentially lead to 
cancer [3]. Therefore, Indonesia prohibits the usage of formaldehyde 
inside the food. However, many businesspeople continue to employ 
formaldehyde as an extra chemical in their applications. To prevent the 
effect of formalin, many international and national policy measures on 
formaldehyde to reduce consumer and worker exposure levels [4]. 
Except from that, many different countries also set the regarding the 

* Corresponding author at: Department of Physics, Faculty of Science and Technology, Airlangga University, Surabaya 60115, Indonesia. 
E-mail address: suryanidyah@fst.unair.ac.id (S.D. Astuti).  

Contents lists available at ScienceDirect 

Sensing and Bio-Sensing Research 

journal homepage: www.elsevier.com/locate/sbsr 

https://doi.org/10.1016/j.sbsr.2023.100564 
Received 11 February 2023; Received in revised form 3 April 2023; Accepted 24 April 2023   

mailto:suryanidyah@fst.unair.ac.id
www.sciencedirect.com/science/journal/22141804
https://www.elsevier.com/locate/sbsr
https://doi.org/10.1016/j.sbsr.2023.100564
https://doi.org/10.1016/j.sbsr.2023.100564
https://doi.org/10.1016/j.sbsr.2023.100564
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sbsr.2023.100564&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Sensing and Bio-Sensing Research 40 (2023) 100564

2

maximum allowed levels of formalin in food products, including those 
meant for export. In the United States, for example, the Food and Drug 
Administration (FDA) has set a maximum limit of 10 ppm (parts per 
million) for formaldehyde in seafood [5], while the European Union has 
set a limit of 2.5 ppm for fishery products [6]. Formalin is delicate, 
reactive, colourless, exceedingly pure, and inexpensive, making it 
difficult for humans to detect [7]. 

Due to the inadequacies of human senses in detecting whether 
mussels contain formalin and salt, researchers are interested in invent
ing electronic nose-equipped detection equipment. The electronic nose 
(E-Nose) consist of numerous electronic gas sensors sensitive and se
lective to volatile chemicals contained in the main chamber of food 
sample [8]. E-Nose is a promising technology since it can expedite the 
identification of various food varieties at low manufacturing costs. The 
E-nose is a portable solution with benefits such as compact size and 
cheap ownership cost. 

E-Nose technology is outfitted with sensor arrays, data gathering 
systems, signal processing units, data storage capabilities, and artificial 
intelligence to identify and analyze numerous vaporized compounds. 
Multiple kinds of gas sensors, including optical gas sensors, catalytic, 
electrochemical, polymer, metal oxide semiconductor (MOS), field ef
fect transistor (FET), and piezoelectric sensors, are employed in e-nose 
technology [9]. E-Nose uses one most proper pattern recognition 
methods to classifying kind of odour [10]. Therefore, an analysis of the 
selection of classification techniques analysis is necessary. 

Previous research has widely used e-noses and followed by classifi
cation techniques to ascertain the food products' quality, such as fruit 
[8], rice [11], meat [12], fish [13] and bacteria detection [14]. [15] 
success to adopt e-nose technology to determine the bread freshness 
level. The results show their analysis can achieve up to 98% accuracy. 
[11] proposed a method to determine the aspergillus sp. contamination 
level. They used least square regression (PLSR) and achieved 98% ac
curacy. [12] analyze the purity level of meat by using the e-nose in
strument and ensemble method. Their results show ensemble method 
achieves 95.71% accuracy. [16] analyze seafood freshness level of solea 
senegalensis, mullus barbatus, and sepia officinalis by using an e-nose fol
lowed by a k-nearest neighbour classifier. 

This research focuses on distinguishing fresh and contaminated 
mussel shells with e-nose, which is analyzed using several methods. 
First, we manually collect samples from fishermen in the Indonesian 
coastal city of Surabaya as the closest sea then we carry out the sample 
sensing process using an e-nose. Third, we used computational analysis 
for analysing the sensing data. 

2. Material and methods 

2.1. Formalin dilution preparation 

The required concentration of the solution is according to the test. To 
get the appropriate concentration of the solution, it is necessary to dilute 
the solution. This can be done by determining the amount of solution to 
be made and then calculating the amount of initial solution to be diluted 
[17]. If a solution is diluted, the volume will increase, and the concen
tration will decrease, but the total amount of solute will be constant. 
This dilution can be obtained from the following formula: 

V1 ×K1 = V2 ×K2  

where V1 represents the initial diluted volume solution (mL), K1 repre
sents the initial solution concentration (M), V2 represents the prepared 
volume solution (mL), and K2 represents the prepared solution con
centration (M). 

To make 40% formalin dilution, this research calculates the volume 
of the original solution (V1) needed to make a formalin solution with 
several concentrations from 100 ppm to 500 ppm with the addition of 
100 ppm. Then, take the volume (V1) using a sterile pipette, then put it 

into a 100 mL beaker glass. Add distilled water into the beaker glass 
until it matches the volume (V2) that will be used in the study, then stir 
using a spatula to mix homogeneously. Each sample has three replica
tions. Then, pour the results of the dilution into a spray bottle that has 
been provided. Then, close the spray bottle using aluminium foil and a 
plastic warp. Finally, label the spray bottle according to the concen
tration to avoid confusion. 

2.2. Sample preparation of mussel shells 

The sample consists of mussel shells collected from fishermen in the 
Indonesian coastal city of Surabaya. Twenty samples were taken from 
each of two groups of mussel shells: the control group without the 
addition of formalin and the treatment group with the addition of 
formalin at various doses, from 100 ppm to 500 ppm with the addition of 
100 ppm. The mussel shell sample weighs 10 g. 

2.3. Gas sensor 

The E-Nose technology used in this research has six TGS sensors, 
which are 2600, 2612, 2611, 2602, 2620, 826 types. The E-Nose tech
nology is supported by an Arduino Mega 2560 and a Jupyter-enabled 
data-collecting system which will linked into a computer device. Each 
of the sensor able to detect a distinct gas [18]. The TGS-2600 can detect 
airborne contaminates (hydrogen, ethanol, etc.). It is capable of 
detecting methane, propane, and isobutane. The TGS-2611 can detect 
natural gas and methane. TGS-2602 can detect air contaminants (VOC, 
ammonia, H2S, etc.). The TGS-2620 can detect solvent and alcohol va
pours. TGS-826 can detect ammonia. Coward. 1. Describe the experi
mental setup for E-Nose used in this work. 

Before the detection series, preheat the E-nose for 30 min. The 
sequential acquisition procedure has three phases: baseline, acquisition, 
and refining. Tube 3 sucks in a clean air as control and flows the air into 
the chamber's input hose through a valve that shuts tubes 1 and 2, 
preventing clean air from mingling with sample smells. All sensors are in 
a steady condition for the duration of the 60-s baseline procedure. 
During capture, the valve shuts tube three and opens tube 1, enabling 
the target odour to enter the chamber. As the sample odour slowly fills 
the chamber, the sensor produces a specified output voltage. The sample 
duration is one hundred seconds. During the rinse operation, valves seal 
tubes 1 and 3 while leaving tube two open, enabling sample smells to 
return to the sample tube. Purifying the chamber's gas is the objective of 
the 120-s flushing procedure. When the gas of interest is present in the 
chamber, the detection process begins because each of the gas sensor can 
produce a voltage output. The gas flow's rate is 0.9 L/m. 

2.4. Treatments 

Each collected sample then put into a 10 mL glass beaker. Then the 
odour from samples will be detected by six TGS gas sensors, which are 
2600, 2612, 2611, 2602, 2620, 826 types. Data from the sensor will be 
transferred through USB cable to the e-nose, and using Jupyter notebook 
software, a data acquisition system will be linked to a computer. The 
resulting data is entered into a file and can be viewed in Microsoft Excel. 
The output voltage from each sensor is then extracted based on feature 
extractions and classified using several methods. 

3. Computational analysis 

3.1. Feature extractions 

3.1.1. Principal component analysis (PCA) 
The mathematical approach which turns a huge value of correlated 

variables into a less value of un-correlated variables without sacrificing 
crucial information is known as PCA [19]. The objective of this method 
is to simplify by lowering the observable variable's dimensionality. This 
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is accomplished by decorrelating the independent variables by changing 
the original independent variables into brand-new, uncorrelated vari
ables. Termed constituents the first coordinate is the first principal 
component derived from the first biggest eigenvalue, and the second 
coordinate is the second principal component derived from the second 
largest eigenvalue. After obtaining components of the PCA findings that 
are independent of multicollinearity, these components become new 
independent variables that are regressed or evaluated using regression 
analysis to determine their influence on the dependent variable. 

In this investigation, the E-Nose data range values were too large. 
Before performing PCA, we thus conducted data normalization to scale 
the data to the (0,1) range. In machine learning, data normalization is 
required for greater precision. A Min-Max-Scaler was used to normalize 
E-Nose replies to Python. The min-max scaler formula is: 

xsclaed =
x − xmin

xmax − xmin 

After using a min-max scaler, the data were scaled between the 
minimum and maximum values (0,1). PCA was then used for the feature 
extraction procedure. 

To perform PCA algorithm, the output of mussel shells sensors, a data 
matrix (X = [x1,x2,…,xN]), where N represents the total number of 
samples and xi represents the ith sample, are extracted. The mean of data 
matrix can be calculated by: 

μ =
1
N

∑N

i=1
xi 

Subtract the mean of data matrix as 

D = {d1, d2,…, dN} =
∑N

i=1
xi − μ 

Calculate the covariance matrix which population mean is unknown 
as 

var(x) =
1

N − 1
D×DT 

Calculate the eigenvectors V and eigenvalues λ of var(x). Rank ei
genvectors based on their respective eigenvalues. Then choose the ei
genvectors with the largest value of eigenvalues W = {v1,…,vk}. The 
selected eigenvectors (W) represents the projection space. Finally, in 
lower dimensional space (W) as Y = WTD, all samples are projected. 

3.1.2. Autoencoder and variational autoencoder 
Autoencoders and variational autoencoders are neural network types 

that use an encoder-decoder strategy. Encoder turns the data of high 
dimensional into low dimensional, whereas decoder transforms vice 
versa. CAE represents layer values that are compressed and need low 
dimensional data. To improve the network parameters, each unit's 
weights and biases will be modified and the network learns the x = xout 
out identity function. As the loss function, the autoencoder determines 
the differences between x and x out. One of the frequently used loss 
function in autoencoders is Mean Squared Error (MSE). MSE represents 
the mean position data value. The function of an auto-loss encoder is 
represented by Eq. 12. 

As the loss function, the autoencoder determines the difference be
tween x and xout. The common loss function in auto-encoder is Mean 
Square Error (MSE). MSE represents the mean position data value. The 
expression below explains the auto-loss encoder's function. 

floss =
(
WT(W(x)+ b )+ b

′

, x
)

W(•) represents the encoder or decoder weight. b represents the 
encoder or decoder bias. Based on the information provided by the 
formula, the encoder output may be calculated by 

CAE = WAE*I + b 

It is crucial for the auto-encoder to locate a superior low dimensional 
data to initialized the weight of auto-encoder, which can be done by 
using random or RBM distribution. A resulting value are always signif
icantly off when weights are initialized at random. RBM can generate 
weights and biases based on input's data of latent data structure, 
enabling backpropagation to avoid bad local minimums to some extent. 
An RBM-initialized automatic encoder can achieve the intended 
outcome more effectively. 

3.1.3. Truncated singular value decomposition 
The Truncated Singular Value Decomposition (SVD) of a matrix A 

can be obtained using the standard SVD algorithm, which involves 
computing the transpose of A, applying eigenvalue decomposition to A * 
AT and B * BT, where B is the multiplication between matrix A and V, and 
truncating the resulting U, Σ and A matrices to retain only the k largest 
singular values and corresponding eigenvectors [20]. 

3.2. Classification techniques 

3.2.1. Support vector machines (SVM) 
Popular for constructing hyperplanes, also known as flat borders, are 

SVM classifiers. This hyperplane divides space into homogenous seg
ments. Therefore, SVM is strong enough to construct intricate associa
tions. Kernel modifications enable SVM classifiers to divide data into 
higher functional domains [21]. The kernel of the SVM may be repre
sented as: 

K
(
xi
→
, xj
→)

= φ(xi
→
)× (xj

→). 
From the equation, ϕ(x) denotes a function which may shift the 

feature vectors xi and xj and combine them into a single feature. 
Numerous SVM core features have been created to categorize various 
data domains. The linear SVM classifier has little influence on data 
manipulations. A polynomial SVM kernel of order d augments the data 
transformation with a simple nonlinear. Radial-based kernels are 
another SVM kernel extremely close to ANNs and can categorize many 
types of data well [22,23]. 

This investigation seeks to differentiate between fresh and infected 
mussel shells. In machine learning, SVM is thus classed as a supervised 
learning algorithm that examines a given dataset and identifies data's 
patterns. Classification and regression analysis can be conducted using 
this technique [24,25]. Cortes and Vapnik [26] introduced SVM as a 
efficacious yet precise classification method based on statistical learning 
theory. 

3.2.2. Random forest (RF) 
RF [27] is a significant improvement of bagging, including the col

lecting and averaging of several decorated trees to increase prediction 
accuracy and control overfitting by fitting a group of decision tree 
classifiers to distinct subsamples of a dataset. RF performs similarly to 
boosting for many issues and is simpler to tweak and train. As a result, 
RF are prevalent and integrated in several software products. 

We construct B decision trees using distinct samples, and for 
regression, we use majority votes for classification and arithmetic mean 
[28]. Our procedure is demonstrated in the following mathematical 
required steps. First, draw a bootstrap sample Z* of size N from the 
training data. Grow a RF tree Tb to the bootstrapped data, by recursively 
repeating the following steps for each terminal node of the tree, until the 
minimum node size nmin is reached. Select m variables at random from 
the p variables. Pick the best variable/split-point among the m. Split the 
node into two daughter nodes. Output the ensemble of trees {Tb}1

B. 

3.2.3. Decision tree 
Decision tree algorithms are members of the supervised learning 

algorithm family. Decision trees construct classification or regression 
models as tree-like structures [29]. It splits the dataset into smaller 
groups while generating decision trees progressively [30]. Final output 
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is a decision tree consisting of decision and leaf nodes. At least two 
branches emanate from a decision node (such as Outlook) (eg Sunny, 
Cloudy, Rainy). Leaf nodes (such as Play) represent classifications or 
options. The root node is the tree's highest decision node, which corre
sponds to the best predictor. Decision trees can process the qualitative 
and quantitative input. 

The ID3 method of constructing decision trees by J.R. Quinlan em
ploys a top-down greedy search across the space of viable branches 
without backtracking. ID3 constructs decision trees using information 
gain and entropy [31]. From the root node upwards, decision trees are 
constructed, and the data should be partitioned into subsets containing 
instances with comparable values (homogeneous). Using entropy, the 
ID3 method calculates sample homogeneity [32]. Considering the 
sample, if it is uniform, the entropy is zero, and when it is equally 
distributed, the entropy is one. 

The calculation of two types of entropy is a must for constructing a 
decision tree. The initial entropy is calculated using an attribute. The, 
used formula to compute the initial entropy is 

E(S) =
∑c

i=1
− pilog2pi 

Then, the second entropy using the two attributes ‘s frequency table. 
The formula to calculate second entropy is 

E(T,X) =
∑

c∈X
P(c)E(c)

After the data set is separated, the entropy decrease contributes to 
the information increase. Depending on the characteristic. The purpose 
of building a decision tree is discovering the qualities which give most 
information. 

3.3. Evaluation metrics 

We put two focus evaluation in this experiment. The first evaluation 
matrix is focus on freshness prediction and the second evaluation is 
focus on feature extraction/dimension reduction. Evaluation for fresh
ness prediction is accuracy. 

Evaluation for feature extraction follows Huang's research in 2022 
which is focus on dimension reduction evaluation. We used one evalu
ation method and marge two evaluation methods. We direct evaluation 
method is used because these methods are acceptable. However, we 
marge two other method because the assumption is same, computational 
efficiency and scalability [33]. 

4. Results and discussions 

TGS sensors are thick-film's type of metal oxide semiconductors that 
offer a low cost, a long lifetime, and high sensitivity to target gas while 
employing a simple electrical circuit. These sensors are ideal for use in 
explosive and hazardous gas leak detectors. When a crystal of metal 
oxide, such as SnO2, is heated to a high enough temperature in air, 
negatively charged oxygen is adsorbed onto the crystal's surface. The 
donor electrons on the crystal surface travel to the adsorbed oxygen, 
leaving the space charge layer with a positive charge. This results in the 
formation of a surface potential that serves as a barrier to electron 
passage. Current passes across the junctions (grain boundaries) of the 
SnO2 microcrystals inside the sensor. At grain boundaries, adsorbate 
oxygen generates a potential barrier that prevents the free movement of 
charge carriers. The sensor's electrical resistance may be traced to this 
potential barrier. In the presence of a deoxidizing gas, the surface den
sity of negatively charged oxygen drops, hence decreasing the height of 
the grain boundary barrier. The sensor resistance diminishes as the 
barrier height falls. 

4.1. Gas sensor array (GSA) responses 

The GSA Response Test is designed to determine the E-Nose sensor's 
response value. Each E-Nose GSA generates an output voltage as a 
characteristic pattern based on the sample's properties. We can witness 
the unique patterns formed by each sensor based on variations in the 
resultant voltage levels. Fig. 2. shows the output of each sensor for fresh 
and contaminated mussel samples. 

Depending on the pattern features, each GSA in the E-nose generates 
output voltage with a unique pattern. We can witness the unique pat
terns formed by each sensor based on variations in the resultant voltage 
levels. Fig. 1. depicts the findings of the GSA reaction in samples of fresh 
chicken with and without E. coli contamination. 2. 

E-Nose is a technology which detects and identifies items based on 
their odours. The generated signal response by the e-nose might appear 
as a connection between the mussel shell's concentration and odour. 
When the shell produces a greater concentration of gas, E-nose will 
generate the higher voltage. Alternatively, the variations in the voltage 
signal reveal scents with distinct patterns for each chicken variant. 
Coward. Fig. 2. demonstrates that the TGS 2611 and TGS 2602 are the 
most sensitive sensors. The TGS 2611 is sensitive to methane, and the 
resulting voltage difference is evident. Due to formalin's very strong 
odour and the sensor's sensitivity, the TGS 2611 sensor's output in the 
formalin mussel sample reached its maximum. Using the H2S-detecting 
sensor TGS 2602, we determined that formalin-free mussel shells 
generated the greatest quantity of H2S. 

4.2. Feature extractions 

Previous research used PCA to analyze correlation across features 
[8,16]. Previous research used linear discriminant analysis to fusion 
features [11]. Previous research proposed Statistical Feature Extraction 
[12]. 

4.2.1. PCA results 
PCA may be used to decrease the number of variables in a collection. 

Typically, newly formed variables are difficult to comprehend. PCA has 
proved most effective in applications that emphasize data reduction 
rather than interpretation, such as picture compression. PCA modifies 
the dataset to produce a new collection of variables known as main and 
uncorrelated components. The PCA approach is carried out by exploring 
the covariance matrix to establish each variable's correlation. Then, 
determine the eigenvalues of each variable using the covariance matrix. 
The eigenvalues reflect the data at the newly generated coordinates 
(principal components). Table 1 displays the results of the eigenvalue 
computation, while Fig. 3. illustrates the link between eigenvalues and 
main components. Component 1 is notably distinct from component 2 as 
seen in Fig. 3. 

The present research design revealed two conditions. The first was 
based on watching and identifying poultry, whereas the second was on 
E. coli-contaminated chicken. He was further separated into two sub- 
conditions depending on whether the chicken was healthy or un
healthy. Data were marked for categorizing good vs unhealthy chicken 
using supervised machine learning. After statistical feature extraction, 
MATLAB is used for data labelling (section 1.1). The sample data's sta
tistical characteristics are shown in Table 1. 

4.2.2. Autoencoder and Variational autoencoder 
Autoencoder and variational autoencoder are feature extraction al

gorithms that are frequently employed for dimension reduction. Ten 
iterations of our successful autoencoder model for feature extraction 
required 21,394 milliseconds. Until the loss value approaches zero, both 
the loss data train and data validation graphs exhibit the same down
ward slope. Our figure also indicates that there is no chance of the model 
being overfit. The graph of loss function of each epoch is shown in Fig. 4. 
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4.3. Freshness prediction 

Freshness prediction is a part classification objective which aim to 
differentiate mussel condition (Fresh or contaminated). Feature 
collected from feature collected procedure then used as input for 
freshness prediction. We examine three kind of classification techniques: 

ensemble learning, machine and deep learning. Used machine learning 
technique in this research is SVM, RF, decision tree, and K-NN. Used 
ensemble learning in this research is using voting of combination be
tween SVM, linear regression, and decision tree. Used deep learning 
method in this research is DNN and MLP. 

Table 2 demonstrates that all classifiers have an accuracy of 1. This 

Fig. 1. Diagram of E-nose experimental setup.  

Fig. 2. (a) TGS 2600 result, (b) TGS 2612 result, (c) TGS 2611 result, (d) TGS 2602 result, (e) TGS 2620 result, and (f) TGS 826 result.  

C.D. Putra et al.                                                                                                                                                                                                                                 



Sensing and Bio-Sensing Research 40 (2023) 100564

6

phenomenon occurs in many cases of the chemical domain, especially 
using odour's receptor. an example, a combination of odour sensors and 
deep learning achieve 98% accuracy to classify chicken condition [34]. 
Beside, odour sensor followed by K-Nearest neighbour able to achieve 
perfect evaluation which is 100% accuracy [16]. [8] also shows 1.00 
accuracy is possible to be achieved if a class is convergent grouped in a 
location. The phenomenon occurs because all feature representation can 
produce enough information for classify data. 

Beside performance, this research record training time and 

prediction time to know the fastest classification technique for mussel. 
Fig. 5. show the training time of many classifications' technique. The 
fastest classifier in training and testing is decision tree. This occurs 
because the decision tree technique is very dependent on the depth of 
the tree, yet the data requires a shallow depth. The worst classifier is 
ensemble learning. It is fit to our mind, when others machine learning 
only used one classifier, ensemble learning need to train three classifiers. 
Training time. K-NN be the worst classifier for prediction. This condition 
occurs because K-NN is memory-based classifier which need to calculate 
when a test data is coming. Almost all classifiers need more time to train 
except decision tree and K-NN. K-NN faced this condition because K-NN 
does not do any calculation during training (memory-based). 

Table 3 show the including deep learning method and a full-time 
processing comparison. All deep learning model need more than 11 s 
to fit the dataset. The fastest deep learning approach is deep neural 
network. 

Tables 4 and 5 shows training and prediction time for transformed 
data (PCA and AE). The results indicate most classifier need more time to 

Table 1 
Result of eigenvalue computation.  

Component Eigenvalue Proportion Cumulative 

1 4.6774 0.780 0.780 
2 0.6146 0.102 0.882 
3 0.4281 0.071 0.953 
4 0.2109 0.035 0.989 
5 0.0647 0. 011 0.999  

Fig. 3. Graph of relationship between eigenvalue and principal component.  

Fig. 4. MSE score of each epoch.  
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fit when dimension of data is reduced (to be 2 dimension). It is because 
lower dimension data is having a complexity problem. Even the 
dimension is lower, it does not mean the processing time is faster. Be
sides, we found SVM and K-NN need lower time when the input data is 
transformed data. Table 6 shows encoded vector evaluation. 

Fig. 6. shows both deep learning model (deep neural network and 
multi-layer perception) has similar condition. They fit to dataset in the 
third epoch. However, a deep learning neural network model is more 
generalizable than multi-layer. In the first epoch, deep learning data. 

4.4. Detailed analysis of feature extractions 

4.4.1. Analysis of data reconstruction 
A dimension reduction technique must be able to return a value to its 

original form (reconstruction). Reconstruction is required to determine 
whether information is lost when one dimension is merged with another. 
Fig. 7 shows RMSE score of each feature extraction. We compared the 
reconstruction values to displacement distance computations, such as 
RMSE. We discovered that the autoencoder lost the least amount of 
knowledge. The RMSE for the autoencoder was only 0.001, indicating 
that the average difference between the starting value and the recon
struction was only 0.001. The value obtained by the autoencoder is 
superior to the PCA technique utilized in numerous research. 

Our research gives new insight for feature extraction in the chemical 
domain. Different findings have emerged from continuing studies in the 
field of computer science. We discovered that principal component 
analysis outperforms the autoencoder and T-SVD models [35]. We also 

Table 2 
Freshness prediction evaluation.  

Prediction Method Origin Data (no dimension 
reduction) 

Principal Component 
Analysis 

Autoencoder Variational 
Autoencoder 

Truncated Singular Value 
Decomposition 

SVM 1.00 1.00 1.00 1.00 1.00 
Decision Tree 1.00 1.00 1.00 1.00 1.00 
RF 1.00 1.00 1.00 1.00 1.00 
K-NN 1.00 1.00 1.00 1.00 1.00 
Ensemble (SVM, LR, 

DT) 
1.00 1.00 1.00 1.00 1.00 

DNN 1.00 1.00 1.00 1.00 1.00 
MLP 1.00 1.00 1.00 1.00 1.00  
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Fig. 5. Training time.  

Table 3 
Time processing comparison.  

Method Training Time (second) Prediction Time (second) 

SVM 0.0145 0.0083 
Decision Tree 0.0036 0.0052 
RF 0.2348 0.0266 
K-NN 0.0117 0.0291 
Ensemble (SVM, LR, DT) 0.3481 0.0174 
DNN 11.0839 1.0646 
MLP 11.8315 1.3147  

Table 4 
Time processing comparison with principal component analysis.  

Method Training Time (second) Prediction Time (second) 

SVM 0.0103 0.0061 
Decision Tree 0.0040 0.0052 
RF 0.2968 0.0225 
K-NN 0.0064 0.0237 
Ensemble (SVM, LR, DT) 0.3830 0.0185 
DNN 16.6689 1.8271 
MLP 14.9556 1.8624  

Table 5 
Time processing comparison with autoencoder.  

Method Training Time (second) Prediction Time (second) 

SVM 0.0344 0.0119 
Decision Tree 0.0042 0.0064 
RF 0.3066 0.0266 
K-NN 0.0082 0.0248 
Ensemble (SVM, LR, DT) 0.3440 0.0243 
DNN 28.6630 22.3423 
MLP 29.0374 24.8549  

Table 6 
Encoded vector evaluation.  

Method Local Structure 
Preservation 

Quantitative Global Structure 
Preservation 

Principal Component 
Analysis 

0.331 0.99 

Autoencoder 0.085 0.89 
Variational 

Autoencoder 
0.144 0.97 

T-SVD 0.308 0.99  
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find linear transformation is able implemented in the chemical domain 
using odour receptors, especially for mussels. 

4.4.2. Analysis of encoded vector 
Encoded vector analysis is a method for determining a data's po

tential level of analysis when it is in the encoded phase. Encoded vector 
analysis is a relatively new technique that is still being developed and 
evaluated in the field of natural language processing. As such, there may 
not be many papers that have used this specific technique. There are 
several research that used encoded analysis. Yang Liu et al. [36] used 
text encoding in their classification tasks for representing documents of 
different length, subject matter, and language. Andrew M Dai et al. [37] 
used paragraph vector that learns fixed-length vector representations of 
variable-length pieces of text, such as paragraphs and documents. Daniel 
Cer et al. [38] trained encoding sentences into embedding vectors that 
specifically target transfer learning. Fig. 8 shows the graph of the 
encoded vector analysis. The analysis is simplified by comparing the 
three approaches in two dimensions. We observed that the number of 
class groups for formalin-free shellfish was the same for all three ways, 
and that the number of class groups for formalin-free shellfish was 
nearly the same for all three methods. One formalin-formalin shellfish 
group and between six and seven non-formalinated shellfish groupings 
were identified. The principal component analysis, autoencoder, and T- 
SVD each had six non-formalinated shellfish groups; the variational auto 
encoder had seven. In addition to disparities in the number of groups, we 

discovered variances in the degree of divergence between the three 
techniques. 

Principal component analysis provides the most comprehensive 
coverage, followed by autoencoder and variational autoencoder. A high 
level of convergence facilitates the achievement of a local optimal by a 
classifier. In contrast, the variational autoencoder produces a greater 
number of variational and clear encoded vectors. Clearer data facilitates 
the classifier's attainment of the global optimal. 

Encoded vector was evaluated by following [33] evaluation tech
nique. Local structure preservation requires that high dimensional space 
neighbours remain low dimensional space neighbours. It is conserved 
when the local neighbourhoods in the high dimensional space resemble 
local neighbourhoods in the low dimensional space. Local Structure 
Preservation is one of several measures that can be used to evaluate the 
quality of vector embeddings, along with measures such as semantic 
similarity, syntactic coherence, and downstream task performance. The 
preservation of global structure necessitates the maintenance of relative 
positions between clusters and larger-scale manifold structures. Quan
titative Global Structure Preservation (QGSP) evaluates how well the 
text encoding method preserves the global structure of the original 
group. Specifically, QGSP measures how well the vector embeddings 
preserve the pairwise similarity relationships between all pairs of groups 
in a corpus. Both Local Structure Preservation and QGSP higher score 
generally indicates better performance. 

Principal component analysis achieves the best score in preservation 

Fig. 6. Accuracy of each epoch.  

Fig. 7. RMSE score of each feature extraction.  

C.D. Putra et al.                                                                                                                                                                                                                                 



Sensing and Bio-Sensing Research 40 (2023) 100564

9

of the local structure. PCA can keep an average of 33% nearest data in 
the same neighbourhood. While variational autoencoder can keep 14% 
nearest data in the same neighbourhood, and autoencoder can keep 8% 
nearest data in the same neighbourhood. While T-SVD can keep 30% 
nearest data in the same neighbourhood. Based on these proportion 
scores, PCA outperforms local structure preservation. 

The principal component analysis also achieves the best score in the 
global quantitative structure of preservation. Spearman correlations 
show all feature extraction has positive correlation with original shape. 
It indicates PCA, AE, VAE, and T-SVD can handle feature extraction task. 
However, PCA achieve better representation than AE, VAE, and T-SVD. 

5. Conclusions 

This research has proven that GSA can identify gas's type inside the 
sample. It is showed by the presence of a variation in the patterns of 
output voltage of the sensor in each of the sample variation. We 
demonstrate that all classifiers have an accuracy of 1. The phenomenon 
occurs because all feature representation can produce enough infor
mation for classify data. Beside performance, this research record 
training time and prediction time to know the fastest classification 
technique for the mussel. The fastest classifier in training and testing is 
the decision tree. This is due to the fact that the decision tree technique 
is highly dependent on the depth of the tree, whereas the data demands a 
shallow depth. The worst classifier is ensemble learning. Principal 
component analysis achieves the best score in preserving the local 
structure. PCA can keep an average of 33% nearest data in the same 
neighbourhood. While variational autoencoder can keep 14% nearest 
data in the same neighbourhood, and autoencoder can keep 8% nearest 
data in the same neighbourhood. Based on these proportion scores, PCA 
outperforms local structure preservation. The principal component 
analysis also achieves the best score in the global quantitative structure 
of conservation. The limitation of this study is the voltage generation 
from the gas sensor is the only observation. There is no comparison to 
other analytical techniques such as Gas Chromatography Mass Spec
trometry (GCMS) for determined gas compound's composition. 

Future research 

Prediction of freshness and dimension reduction were conducted. 
The freshness forecast reaches complete accuracy (1.00) because the 
infected mussel shells from Kenjeran Beach are clustered and near to 
class. We will continue to monitor the issue by searching for contami
nated shells on more beaches, including Kepetingan Beach and Madura 
Strait. Other beaches projected to not having a complete accuracy of 1.0, 
which give us more observation. Dimensionality reduction is also 
effective. We wish to discover the best dimensionality reduction of the 
contaminated shell. It turns out that almost every dimension reduction 
may be enhanced. 
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