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Abstract: This study presents a novel Similarity-Based Hybrid API Malware Detection Model (HAPI-
MDM) aiming to enhance the accuracy of malware detection by leveraging the combined strengths of
static and dynamic analysis of API calls. Faced with the pervasive challenge of obfuscation techniques
used by malware authors, the conventional detection models often struggle to maintain robust
performance. Our proposed model addresses this issue by deploying a two-stage learning approach
where the XGBoost algorithm acts as a feature extractor feeding into an Artificial Neural Network
(ANN). The key innovation of HAPI-MDM is the similarity-based feature, which further enhances
the detection accuracy of the dynamic analysis, ensuring reliable detection even in the presence of
obfuscation. The model was evaluated using seven machine learning techniques with 10 K-fold
cross-validation. Experimental results demonstrated HAPI-MDM’s superior performance, achieving
an overall accuracy of 97.91% and the lowest false-positive and false-negative rates compared to
related works. The findings suggest that integrating dynamic and static API-based features and
utilizing a similarity-based feature significantly improves malware detection performance, thereby
offering an effective tool to fortify cybersecurity measures against escalating malware threats.

Keywords: malware detection; API calls correlation; feature similarity; static and dynamic analysis

MSC: 68M25

1. Introduction

Malicious software, commonly referred to as malware, is a constantly evolving threat,
requiring effective detection solutions. Due to the prevalent use of obfuscation techniques
by malware authors, new types of malware can elude detection, consequently posing
substantial security threats. Malware propagation has reached significant figures due to
the evolution of malware development tools that allow even novice individuals to create
and spread massive threats, which seriously impact cyberspace [1]. Some hackers even
provide malware-as-a-service, which can be used to create sophisticated malware that is
challenging to detect using existing mechanisms.

The impact of malware can cause substantial damage to individuals and various
sectors, such as petroleum, mining, banks, health, and financial sectors. Malware can be
categorized based on its behaviors and characteristics into several types, such as viruses,
worms, Trojan horses, and botnets [2–4]. Their behavior is represented by their functionality,
impact on victim machines, and spreading mechanisms. For example, viruses need hosts
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to spread and function, whereas worms are independent, duplicate themselves, and spread
through the network autonomously. A Trojan disguises itself as benign software to gain
unauthorized access to victim systems. Malware affects victim machines in different ways,
including a loss of confidentiality, integrity, availability, authenticity, and/or accountability.
For example, advanced persistent threats (APTs) may cause the leakage of sensitive or
critical information. Botnets can be used to launch an attack against the availability of a
system using victim machines. Ransomware is used to hinder access to the systems and
information by either locking the target system or encrypting the victim’s important files.
The attacker then demands a ransom to unlock or decrypt the system. Some behaviors and
characteristics of malware overlap, while other features are distinct to specific malware
families. Such diverse types of features create sparse feature vectors that hinder the effective
detection of novel malware.

The evolving landscape of cyber threats has seen the emergence of increasingly com-
plex and destructive forms of malware. For instance, ransomware, known for its destructive
and lucrative nature, typically encrypts a user’s data and demands payment for the decryp-
tion key [5]. Another sophisticated malware type, Advanced Persistent Threats (APTs), are
specifically designed to infiltrate systems stealthily and persist for extended periods, often
targeting governmental and corporate systems [6]. In order to counter these threats, mal-
ware detection techniques are classified based on the type of analysis into static or dynamic
analysis, or a hybrid of both. Static analysis, which offers a quick and resource-efficient
way to examine a suspicious file without execution, provides insights into potentially
malicious code segments and overall behavior [7–9]. This technique extracts malicious
malware indicators from the Portable Executable (PE) file header and sections such as the
binary sequence, the operation code, virtual and actual sections size, the strings, and the
imported application program interface (API) functions from the dynamic link libraries
(DLL), among many others [2,8,10–12]. Static analysis is particularly useful for the initial
screening and filtering of benign files from potentially harmful ones and is effective against
malware types such as trojans, adware, viruses, worms, etc. However, it can be thwarted
by obfuscation and encryption techniques employed in more sophisticated malware such
as APTs and ransomware. In contrast, dynamic analysis, which involves the actual execu-
tion of malware in a controlled environment, extracts features during runtime from the
malware’s interaction with the victim machine, such as API calls, system calls, system log
files, windows registry modifications, and network traffic [2,8,10–12]. Dynamic analysis
allows for an in-depth analysis of runtime behavior, capturing system interactions and
behavioral patterns that sophisticated malware types, such as polymorphic malware, file-
less malware, ransomware and APTs, find hard to entirely mask. This method, however,
is resource-intensive and may lack scalability. Considering the strengths and weaknesses
of both techniques, a hybrid approach utilizing both static and dynamic analysis offers
a promising solution, providing a more robust and comprehensive defense against the
ever-evolving malware threat landscape.

API calls and functions are common sources used by malware researchers to detect
malware due to their effectiveness compared to other features. API-based features can be
extracted from both static and dynamic analysis. The API functions extracted from the
static analysis represent the expected behavior of the malware, while the API calls extracted
from the dynamic analysis represent the actual behavior. These two sources of features are
not mutually exclusive in malware analysis. Therefore, the presence of hybrid malware
can be indicated by the absence of API calls during dynamic analysis, and its presence in
the static analysis may indicate obfuscated malware. Moreover, the absence of the API
functions during static analysis and their presence during dynamic analysis may indicate
evasive malware behavior. The correlation between the API features that are extracted
from the dynamic and static analysis can be used to improve the detection effectiveness of
the existing malware solutions [13].

Although some hybrid malware detection models integrate features from both dy-
namic and static analysis as reported in the literature, to our knowledge, such correlations
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have not been used to design an effective malware detection model. Therefore, a hybrid
model that considers the correlation between the features extracted from the dynamic and
static analysis is essential to improve the effectiveness of the existing hybrid models to
overcome the challenge of evasive and obfuscated malware. In addition, in this study, the
XGBoost and ANN classifiers were cascaded to significantly improve model performance
by leveraging the complementary strengths of both models, performing effective feature
engineering and ensemble learning, capturing non-linear relationships, and preventing
overfitting. Furthermore, the complexity of malware behaviors and the continuous evolu-
tion of malware obfuscation techniques require advanced and intelligent detection systems
that can adapt to new threats. The use of machine learning and data mining techniques has
shown great potential in developing intelligent detection systems capable of identifying
unknown malware with high accuracy.

In recent years, numerous research efforts have focused on developing hybrid malware
detection models that combine features extracted from both static and dynamic analysis.
Static analysis-based features are used to characterize the malware’s silent features, such as
metadata and structure, while dynamic analysis-based features represent the malware’s
behavior during runtime. However, the correlation between API calls extracted from static
and dynamic features has not been fully utilized to improve the detection performance
of hybrid models. This study aims to address such a challenge by designing and devel-
oping a similarity-based hybrid malware detection model based on API-based features
extracted from static and dynamic analyses. The main aims of this study can be summarized
as follows:

1. To develop a similarity-based hybrid malware detection model named HAPI-MDM,
integrating static and dynamic analysis techniques. The hypothesis is that the presence
of API calls in one approach and its absence in the other approach are an indication of
obfuscation and can be used to improve detection performance.

2. To leverage the correlation between the API calls and functions extracted from dy-
namic and static analyses, thus enabling our proposed model to better detect evasive
and obfuscated malware.

3. To utilize the extreme gradient boosting (XGBoost) and artificial neural network
(ANN) algorithms in developing two prediction models based on features extracted
from both dynamic and static analyses. The output scores of these models, along
with similarity features, are then used to build a classifier using ANN algorithms for
decision-making.

4. To improve the performance of the proposed model through a two-layer ensemble
classifier design using the XGBoost and ANN algorithms. By cascading XGBoost
and ANN, we aim to take advantage of the complementary strengths of both models,
perform effective feature engineering and ensemble learning, capture non-linear
relationships, and prevent overfitting.

The rest of this paper is organized as follows. Related work is reviewed in Section 2.
The proposed model is described in Section 3, and the experimental setup is explained
in Section 4. In Section 5, the results are presented, discussed, and analyzed. Section 6
concludes this study.

2. Related Work

Malware detection is a hot research topic and has been the subject of intensive studies.
Based on the type of analysis used to extract malware features and indicators, malware
detection solutions can be classified into three approaches: static, dynamic, and hybrid.
In static analysis, the malware features are extracted from the malware binary file (the PE
file) [14–18]. Meanwhile, in dynamic analysis, the malware features are extracted during
the runtime in an isolated analysis environment [14,19–33]. Some studies hybridize the
features from dynamic and static analysis to improve detectability [5,9,12,26,34]. Many
types of features have been investigated in both static and dynamic analysis. Examples of
features extracted from the dynamic analysis include but are not limited to the operation
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codes (Opcode) in the .text section of the PE file [12,13,15,35,36], the byte sequence, the API
functions from the imports and exports in the PE header [37], the strings from the .data
section [38], etc. Some other features were derived from the PE header, such as creation
date [39] and section size [5].

Amer [21] proposed a multi-perspective malware detection model using API call
sequences that were extracted from dynamic analysis. The relationships between the API
functions in the API sequence were considered. Word-impeding techniques were used
to represent the relation between API functions in a sequence. However, the model uses
only features extracted from the static analysis that are subject to noise and obfuscation.
A features-integrated malware detection model was proposed by Zhang, Qin [12]. Two
types of static features were used, namely, the opcodes and the API functions. The convolu-
tional neural network technique was used to train a predictor based on opcode features.
Meanwhile, the backpropagation neural network was used to train a predictor based on
the API functions. The outputs of the two predictors are fused using the softmax function
for classification. Similarly, static analysis-based features were considered in the model.

Ficco [19] proposed a malware classification model based on the sequence of API
calls and association rules. The API features were extracted from dynamic analysis, and
the ascension rules were formed using the recurrent subsets of API calls. The transaction
probability between two consecutive API calls was calculated using the Markov chain-
based models. It is worth noting that the proposed model investigated API-based features
extracted from dynamic analysis. However, such an approach can be compromised by
evasive malware that is aware of the analysis environment. Accordingly, the association
rules may become irrelevant to such behavior, which may lead to the wrong classification.

Tari [26] proposed a malware detection approach called subcurve HMM based on a
partial analysis of the API sequence. The Hidden Markov Model (HMM) model was used
to extract malicious patterns from API call sequences. The proposed model focused on a
subset of API call sequences that have high probabilities of matching in training the model
and improving the effectiveness of the HMM-based detection model. The representative
features were extracted by visualizing the API sequence transactions as a curve, and the
subcurve that has higher properties was selected for training. Although the proposed model
is promising, it is reported by the authors that the API call sequence subsets are sensitive to
the training, which leads to an increase in the false-positive rate. Xiaofeng [28] proposed
a malware detection model by integrating the API sequences extracted from dynamic
analysis with the statistical features extracted from the API sequence. Two prediction
models were constructed using deep learning, specifically the bidirectional residual LSTM
and the machine learning model based on API statistical features. The output of these
models was used as input to the random forest algorithm for the final classification. The
statistical relationship among the system calls was used to train a prediction algorithm
based on simplifying the association call graph. Although such a method is promising,
depending solely on dynamic analysis-based features simplifies the evasion task created by
the malware author. A smart malware that has evasive behavior may hide the malicious
payload in the analysis environment and execute it in the operational environment. The
model in [40] utilized the API features extracted from dynamic analysis and was trained
using RF, SVM, LR, and NB; LR was reported as the best-performing classifier. Authors
in [41] constructed an ensemble model using SVM as a base classifier. The API features
were represented using doc2vec. In the model proposed in [42], dynamic analysis was used
to extract the API calls and then the Indicator of Compromise features were also extracted
and represented using the TF/IDF technique. The LR algorithm was used to construct the
detection model.

To sum up, as illustrated in Table 1, API calls and functions are the common sources
that malware researchers have used to detect malware due to their effectiveness compared
to other features. API-based features can be extracted from either dynamic or static analysis.
The expected behavior can be extracted from API functions imported in the Import Address
Table (IAT) of the PE samples in the static analysis. In contrast, the actual behavior, which
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is represented by the API call sequence, can be extracted from dynamic analysis. These
two sources of features are not mutually exclusive in malware analysis. However, there
is a lack of investigation into the correlation between the API calls extracted from static
analysis and the API calls extracted from dynamic analysis. The absence of API calls during
dynamic analysis and its presence in the static analysis may indicate obfuscated malware.
Accordingly, the correlation between the API features extracted from the dynamic and
static analysis can be used to improve the detection effectiveness of the existing malware
solutions. Moreover, the absence of the API functions during static analysis and their
presence during dynamic analysis may indicate evasive malware behavior. Accordingly,
this study investigates the design of a model based on incorporating the correlation between
dynamic- and static-analysis-extracted API sequences. The following sections detail the
description of the proposed model.

Table 1. Summarizes the related works that use API-related features.

Author Classification
Techniques

Features
Representation Analysis Limitations

Amer, Zelinka [35] Markov model Word-impeding Dynamic Single source of features

Zhang, Qin [12] CNN TF-IDF Static
Rely on IAT-based API
features, which are subject to
obfuscations

D’Angelo, Ficco [19] Markov chain-based
models Association Rules Dynamic It can be compromised by

evasive malware.

Suaboot, Tari [26] HMM HMM transitions Dynamic High false-positive rate due to
overfitting to the training set

Xiaofeng [28] LSTM/RF LSTM Dynamic Vulnerable to evasive behavior

Finder et al. [40] LR TF-IDF Dynamic Vulnerable to fake APIs
injection

Ali et al. [42] Ensemble-based SVM doc2vec Dynamic Used unrepresentative features

Tran and Sato [41] LR TF-IDF Static
Poor accuracy due to the API
noise obfuscation used by
malware

3. The Proposed Model

As shown in Figure 1, the proposed hybrid APIs-based malware detection model
consists of seven phases as follows. The first phase is the API extraction from both dynamic
and static analysis. The second stage involves the extraction of the API features us-ing
n-gram techniques. The third phase is the feature representation, in which each textual
API feature is represented by a numerical number based on the term frequency. The fourth
phase is to select the important API features from both dynamic and static analysis. The
fifth phase consists of building dynamic and static API-based classifiers. The sixth phase
consists of computing the cosine similarity between the static and dynamic analysis feature
vectors. Finally, the seventh stage is to construct the hybrid-based malware detection
classifier. A detailed description of each phase is given in the following subsections.
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3.1. Feature Acquisition Phase

In this phase, two types of features were extracted: static and dynamic features. The
static features were extracted from the import table field in the header of the portable
executable file. The import table of the portable executable file contains the API functions
that the malware calls when the malware is executed. The second type of feature is the
API calls features which are extracted from the dynamic analysis. In dynamic analysis, a
malware file is executed in an isolated environment called a malware sandbox, such as a
cuckoo sandbox. In the sandbox, a code is injected into the virtual space of the malware
process to intercept API calls in a process called the hooking procedure. In the hooking
procedure, the API calls are logged and thus used to represent the malware behavior. The
extracted API functions can be categorized into five groups: process, memory, files, registry,
and network. These functions can represent the subject’s behavior from different angles.
Consequently, API calls are commonly used features in dynamic analysis. Because process
hooking degrades the system’s performance, the most frequent APIs are usually logged.
Because of this, static API calls will work as a complement to dynamic APIs.

3.2. Feature Extraction Phase

The API features logged in the previous phase are used as input for the feature
extraction of this phase. The features were extracted from both dynamic and static analysis
using the n-gram technique. In the n-gram technique [43], the feature sequences are
extracted. Each feature sequence consists of one, two, or three API call functions. The
hypothesis is that the co-occurrence of multiple API calls together in an executable file may
indicate more granular details of its behavior.

3.3. Data Representation Phase

The API features that are extracted from the static and dynamic analysis are the names
of the API functions, which are in textual format. The textual features need to be converted
to numerical representation for data mining [2–4]. Term Frequency—the Inverse Document
Frequency (TF-IDF) is commonly used to represent the textual data in its numerical forms
using cross-entropy between malware samples and the population [2–5]. The TF-IDF is
calculated based on two concepts: the term frequency (t f ) and the document frequency
(df ). The term frequency (t f ) is calculated based on the number of times an API function
has occurred in the portable executable file in the static analysis, and it is the number of
times that the API function is called in the dynamic analysis [1–4]. The document frequency
(d f ) is the number of documents (samples) where the API function occurs. The inverse
document frequency (id f ) is used to penalize the weight of the common terms or the
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commonly used functions, as their importance is low to distinguish between benign and
malware behavior [4,5,8]. It also increases the weight of the rare API function, as it is an
indication of specific behavior or characteristic of a malware sample. The t f − id f can be
calculated as follows:

t f − id f = t f ·log
N
d f

(1)

where t f is the term frequency of the API function in a specific instance, df is the document
frequency for the API function, and N is the number of samples in the dataset.

3.4. Feature Selection Phase

The features resulting from the feature extraction phase suffer from high dimensional-
ity. Some of these features are too general, and others are too specific. The weight of the
too-general feature approaches zero, forming a huge sparse matrix. The sparsity creates
two main problems during the construction of the classifier, especially for machine learning
techniques. Sparsity degrades both the classification accuracy and creates space and time
complexity. In terms of classification accuracy, it is difficult to learn the behavioral or char-
acteristic patterns from sparse matrices that well distinguish benign and malware samples.
Meanwhile, the sparse vector increases the computational time to extract the useful pattern
from the data as well as the memory space that the sparse vector can take. Therefore,
feature selection is used to improve both the accuracy and efficiency of classification. In this
study, important features based on information gain have been used to select API-based
features. The entropy of the data is calculated and also for each class to select the set of
features with high discrimination. For each feature in the dataset, the information gain
between the feature and target class is calculated as follows:

S = −∑ plog2 p (2)

IG = S−∑
v

|Sv|
|S| Sv (3)

where S is the entropy of the dataset which is one for binary classification, p is the probabil-
ity of the class in the database, and Sv is the relative entropy of the feature v.

3.5. Feature Scoring Phase

In this phase, each sample is scored based on its static characteristics and dynamic
behavioral-based features using the selected features from the previous phase. Two machine
learning techniques were used for the scoring: extreme gradient boosting (XGBoost) and
artificial neural network (ANN) techniques. The XGBoost is used to train a model to
score the APIs-based features that are extracted from dynamic analysis. XGBoost is more
accurate than other machine learning classifiers for API-based features that are extracted
from dynamic analysis, as reported by many researchers [10–12]. XGBoost is a kind of
ensemble learning technique that uses the concept of a decision tree to classify parallel
processing. It uses the gradient descent algorithm to minimize the error and boost the weak
classifiers in sequential mode. It works based on the principle of boosting, which uses
the residuals of weak classifiers to construct new stronger ones. To avoid the overfitting
problem, a regularization based on tree pruning is used. The output of the XGBoost is two
scores for each tested instance, the first score representing the maliciousness behavior and
the second representing the being behavior of the sample.

The second scoring model is trained using ANN, namely the forward with backpropa-
gation algorithm. ANN was originally used due to malware authors’ use of obfuscation
techniques to bypass detection. Moreover, ANN is a commonly used classifier in the
domain of malware detection using static API-based features [12–19]. ANN can understand
the complex relationship between the API functions called and the target class by auto-
matically converging to a representation that maps the input to the output well. Similar
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to the XGBoost, the output of the ANN is two scores for each tested instance, one for
maliciousness characteristics and the other for the being characteristics of the sample.

XGBoost and ANN have different strengths and weaknesses and they complement
each other. XGBoost is particularly effective at handling structured data with a large
number of features, while ANN is better suited for handling unstructured data, such as
images or text. In this study as shown in Figure 1, XGBoost and ANN are cascaded to
gain the advantage of the complementary strengths of both models and achieve better
performance than using either model alone. XGBoost is particularly effective at feature
engineering, where the model creates new features that capture the relationships between
existing features. These new features can then be used as input for the ANN, improving its
performance. By cascading XGBoost and ANN, we can create an ensemble of two models
that can learn from each other and improve each other’s predictions. This can result in a
more accurate and robust model. In addition, XGBoost is particularly effective at feature
engineering, where the model creates new features that capture the relationships between
existing features. On the other hand, ANN is particularly effective at capturing non-linear
relationships between features. By cascading XGBoost and ANN, we can leverage the
power of ANN to capture complex relationships that XGBoost may not be able to capture
on its own. XGBoost uses regularization techniques, such as L1 and L2 regularization,
to prevent overfitting. By cascading XGBoost and ANN, we can use these regularization
techniques to prevent overfitting in both models, resulting in a more generalizable model.

3.6. Similarity-Based Feature Extraction Phase

In this phase, the similarity between the features extracted from the dynamic and
static analysis is calculated. The API functions that are presented in the static analysis-
based features and do not occur during the runtime are an indication of obfuscation
and maliciousness. Similarly, the occurrence of API calls during the dynamic analysis
and the absence of that feature in the dynamic analysis may suggest obfuscation and
maliciousness. Thus, the similarity between the feature vectors representing the malware
sample’s characteristics and behavior is calculated using cosine similarity. Cosine similarity
is an important measure for determining the correlation between two vectors because it
provides a way to measure the similarity between the directions of two vectors, regardless of
their magnitude. It is a crucial measure for determining the correlation between two vectors
because it provides a simple and effective way to measure the similarity between their
directions, which is often a key factor in improving ANN learning tasks. Cosine similarity
is used to measure the distance between two vectors by calculating the angle between them
when they originate from a particular point [18]. It can be calculated as follows:

Similarity =
V·W

‖V‖ × ‖W‖ (4)

where V is the features vector from the static analysis, W is the features vector from the
dynamic analysis, the dot (·) product is calculated by the sum of the products of the
corresponding elements in each vector, and the cross (×) product of V and W represents
the product of the magnitudes of V and W, symbolized by ‖V‖ and ‖W‖, respectively.

3.7. Decision-Making Phase

In this phase, the final decision is made about the maliciousness or goodness (benign-
ness) of the sample. The static and dynamic scores calculated by the ANN and XGBoost
classifiers, along with similarity-based features that were constructed in the previous
phases, were used as input features to train an Artificial Neural Network-based classifier
for decision-making, as shown in Figure 2. Algorithm 1 shows the online operation of the
proposed model, HAPI-MDM.
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Figure 2. The proposed malware detection model.

As can be seen from Figure 2 and Algorithm 1, the APIs-based feature vector of the
dynamic behavioral analysis is inputted to the trained XGBoost prediction model, while
the selected features that are extracted from static analysis to characterize the samples are
inputted to the neural network prediction model. The output of these two models is two
values that represent the scores of how likely the malware sample is similar to the learned
malware patterns and how likely it is similar to the known benign patterns, respectively.
These two features have been used along with the cosine similarity-based features as input
to the second ANN classifier as a decision-maker. The output of the decision-making
classifier is the class of the sample, either malware or benign.

Algorithm 1: HAPI−MDM Online Operation

1: Extract static API features fs
fs extract← import_table(sample)

2: Extract the dynamic API features
fd extract← sand_box(sample)

3: Features Extraction using n-gram in range of 1 and 3
fs extract← n− gram( fs , 1− 3)
fd extract← n− gram( fd , 1− 3)

4: Features Representations TF-IDF
fs trans f orm← t f − id f ( fs)

fd trans f orm← t f − id f ( fd)
5: Features Selection using information gain

f̂s select← IG( fs)

f̂d select← IG( fd)
6: First Stage Probablistic Outputs of the trained XGBoost Classifier

̂fs−XGBoost f irst stage probablity ← XGBoost
(

f̂s

)
̂fd−XGBoost f irst stage probablity ← XGBoost

(
f̂d

)
7: Calculate Cosine Similarity

S =
̂fs−XGBoost · ̂fd−XGBoost

‖V ̂fs−XGBoost ‖×‖ ̂fd−XGBoost ‖
8: Merge the features

f merge← ̂fs−XGBoost || ̂S|| fd−XGBoost
9: Use the trained ANN model for final decision

d second stage : classi f y ← ANN( f )
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In our methodology, the formation of feature vectors plays a pivotal role. These vectors
are composed of individual features extracted from both static and dynamic analysis of
malware samples. The static features are obtained from the Portable Executable (PE) file
header and sections, including binary sequences, operation codes, virtual and actual section
sizes, strings, and the imported application program interface (API) functions from the
dynamic link libraries (DLL), among many others. Dynamic features, on the other hand, are
extracted during runtime from the malware’s interaction with the victim’s host machine,
such as API calls, system calls, system log files, windows registry modifications, and
network traffic. These feature vectors serve two main purposes in our analysis. First,
they provide a quantifiable representation of each malware sample’s static and dynamic
characteristics. This representation allows us to observe patterns and similarities between
different malware samples that can be utilized for classification. Second, they serve as the
input to our classification model, forming the basis of our malware detection approach. The
feature vectors are input into the classification model following a normalization process to
ensure each feature contributes equally to the model’s outcome. Post normalization, these
vectors are input into the classifier, which has been trained to distinguish between benign
and malicious samples based on these features. The advantage of this approach is that it
allows us to capture and utilize a wide array of information about each malware sample,
combining insights from both static and dynamic analysis for more effective detection.

4. Experimental Design

This section presents the data set used, the experimental procedures, and the perfor-
mance evaluation.

4.1. Dataset Description

The dataset used in this study consists of two types of samples: malware and benign.
The portable executable samples are designed to run on the Windows operating system.
The malware files were obtained from VxHeaven, a public repository containing more than
70 million malware files since 2008. This repository is commonly used for malware re-
search [7,10–15,18–23,44]. The benign files were collected from a freshly installed Windows
7 operating system. The dataset contains 5000 samples, with 3000 malware and 2000 benign
samples. Dynamic API features were extracted by executing the malware and benign files
in a sandbox environment with Windows 7 as the guest operating system. Static features
were also extracted from the import tables in the Portable Executable samples.

4.2. Experimental Procedures

The dataset was randomly divided into two sets: 70% for training and validation,
and 30% for testing. The training dataset was used to train the XGBoost and ANN pre-
diction models, and the prediction scores of these models were used to train the ANN-
based decision-making classifier. The XGBoost model used 100 estimators, and the ANN
prediction model used the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm as the
optimization algorithm. BFGS is one of the variants of the gradient descent algorithm and
has been shown to have better accuracy than the plain gradient descent algorithm. The
learning rate was set close to zero, 10–5 for better generalizability. The neural network
prediction model consists of three layers: the input, hidden, and output layers. The input
layer has 396 neurons, the hidden layer has 15 neurons, and the output layer has 2 neurons.
The second ANN classifier has three layers with five input neurons, twelve hidden neurons,
and one output neuron.

4.3. Performance Evaluation

To assess the effectiveness of the proposed model, we utilized five commonly used
performance measures in the literature, including overall accuracy, detection rate (recall),
precision, F1 score, false-positive rate, and false-negative rate. Moreover, to evaluate
the proposed model, we used machine learning techniques that were commonly used to
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evaluate related works. We developed two models to evaluate the dynamic API-based
features and the static API-based features: DAPI-MDM and SAPI-MDM, respectively. Both
models underwent a two-stage training process involving XGBoost for feature extraction
and pre-decision and ANN for the final decision on the sample’s class. Additionally, we
compared the performance of our proposed model to that of related works [13,17], which
used dynamic API features with LR and SVM models for training, and the model in [44],
which used static-type features and was trained using the LR model. A detailed explanation
of the results can be found in the following section.

5. Results and Discussion

Figure 3 and Table 2 show the results obtained from the proposed HAPI-MDM along
with the comparison with the related work, namely, DAPI-MDM and SAPI-MDM. As seen
in Figure 3, the proposed HAPI-MDM outperforms the other models concerning all studied
performance measures. In terms of overall accuracy, the proposed HAPI-MDM achieves
the best accuracy compared to DAPI-MDM and SAPI-MDM, while SAPI-MDM achieves
the least accuracy.
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Table 2. Comparison with the related work.

Acc FPR FNR Recall Precession F1 AUCROC

SAPI-MDM 96.33% 3.29% 3.95% 95.95% 96.60% 96.27% 96.66%
FINDER 2022 [17] 86.45% 11.3% 16.47% 94.12% 90.67% 92.36% 89.69%
DAPI-MDM 97.58% 2.45% 2.28% 97.61% 97.45% 97.53% 97.50%
TRAN 2017 [13] 91.18% 9.52% 7.25% 91.45% 94.23% 92.82% 92.36%
ALI 2020 [41] 87.45% 17.12% 10.12% 90.14% 92.04% 91.08% 87.46%
HAPI-MDM (proposed) 97.91% 2.08% 2.08% 97.90% 97.90% 97.90% 97.91%

The dynamic analysis-based MDM, DAPI-MDM, performs better than the static-based
MDM, SAPI-MDM. Due to malware authors’ use of obfuscation techniques, the APIs
extracted from the dynamic analysis are misleading and do not represent the samples
well. Accordingly, there is no clear discrimination between malware and non-malware.
Meanwhile, in dynamic analysis, the accuracy performance is better than that of static
analysis due to the difficulty in hiding the malware behavior. Thus, the mismatch between
dynamically extracted APIs and statistically extracted APIs indicates obfuscation and
further improves the proposed similarity-based hybrid MDM (HAPI-MDM) accuracy. As
shown in Figure 4, HAPI-MDM also achieved the lowest false-positive and false- negative
rate compared with the other models due to the good representation of the similarity-based
feature used to boost the performance of the dynamic-based analysis.
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Figure 4 shows the performance comparison between different machine learning
algorithms with API calls-based features extracted from dynamic and static analysis. The
statistical summary in terms of the boxplot of the accuracy performance is obtained using a
ten k-fold evaluation of seven machine learning techniques. These techniques were selected
because they are commonly suggested for malware classification in related work. Overall,
the statistical summaries of the classifiers evaluated based on the static API features are
smaller than that of the dynamic APIs-based classifiers. This suggests that the features
extracted from the static analysis agree with each other, which implies that the malware
may use similar obfuscation techniques. Meanwhile, in dynamic analysis, the boxes are
comparatively tall, suggesting that the malware samples have different behavioral activities.
This is a valid interpretation because the datasets contain different types of malware that
definitely have different behavioral activities.

Figure 5 illustrates the detailed accuracy results of the 10 K-fold. It shows that the
ANN achieves the best performance compared to the other techniques studied, while the
LR achieves the worst accuracy. Similarly, both ANN and XGBoost outperform the other
studied techniques in dynamic analysis.
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Figure 5. Detailed comparison of different machine learning techniques in terms of (a) static APIs
and (b) dynamic APIs.

Table 2 shows the performance comparison between the proposed model and the
related work. The proposed model outperforms the related work in all measures. The
models in [39,40], which were constructed based on the dynamic API sequence, have
achieved better performance in terms of the overall performance F-measure and the area
under the curve (AUC) than the model proposed in [41], which was constructed based on
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features extracted using the static analysis. However, both DAPI-MDM and SAPI-MDM,
which are built using single features, have performed better than the related work based on
single feature sets [13,17,41]. The reason for improvement gained by DAPI-MDM and SAPI-
MDM is the architecture of the proposed model, which is based on two stages of learning
where the XGBoost works as feature extraction for the ANN network in the second stage.
The similarity measure in the HAPI-MDM model has improved detection performance as
compared to the single features. As can be seen in Table 2, the improvement gained by the
model is significant.

Figure 6a,b demonstrate the key characteristics that have been identified from both
static and dynamic analyses. In Figure 6a, it can be observed that the ReadProcessMemory
feature is the most frequently used by malware. The ReadProcessMemory function is a
Windows API function that is utilized by malware to extract sensitive data from other
processes running on a system, such as passwords or personal information. Another feature
is the GetAsyncKeyState, which is another Windows API function that can be used by
malware for keylogging purposes, and it retrieves the state of a particular key on a keyboard,
including whether it is currently pressed or not. In Figure 6b, several API functions are
highlighted in the word cloud, with the most notable being the NtQuerySystemInformation
function. This function is a Windows API that retrieves different system information such
as operating system version, computer name, processor architecture, and more. Malware
can use this function to obtain information about other systems on the network, such as
IP addresses, host names, and open ports, which can be used to identify potential targets
for further attacks. This feature was discovered in the dynamic analysis and was not
highlighted in the static analysis. Conversely, ReadProcessMemory appears to be notable
in the static analysis-based API but is not highlighted as much in the dynamic analysis-
based features. Therefore, both analyses’ APIs can complement each other to improve
detection performance, which is interpreted as the performance improvement achieved
by the proposed model compared to related work. Malware can inject its malicious code
into a resource file, and then the LoadResource API function can be used to load the code
into memory. The malware can then execute the code from memory, bypassing traditional
file-based security solutions. Consequently, this API function is hidden from static analysis.
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Our proposed model presents several advantages that contribute to its effectiveness
in malware detection. It incorporates features from both static and dynamic malware
analysis, enabling it to capture a wide array of information, thus making it effective in
detecting different types of malware, including those that employ obfuscation techniques.
A key facet of our model is the inclusion of similarity-based features, which have proven
instrumental in detecting instances of obfuscated malware, often capable of eluding tra-
ditional detection models. Furthermore, we apply ensemble learning, using a two-layer
ensemble classifier that combines XGBoost and ANN. This unique combination allows us
to leverage the complementary strengths of these models, enabling the model to capture



Mathematics 2023, 11, 2944 14 of 16

non-linear relationships and prevent overfitting, thereby improving performance. However,
we acknowledge a few limitations of our model. While our hybrid model performs com-
mendably, the computational cost associated with dynamic analysis might affect scalability
when dealing with a large volume of samples. Moreover, our model’s performance heavily
relies on the quality and relevance of the extracted features. There is a potential that if
malware employs advanced obfuscation, significantly altering these features, our model’s
detection performance might be impacted. Furthermore, due to the dynamic nature of
malware threats, our model may require frequent updates or retraining to maintain its
effectiveness over time as new types of malware and obfuscation techniques emerge.

6. Conclusions

The conclusions drawn from the results of this study suggest that the proposed
similarity-based hybrid malware detection model, HAPI-MDM, has demonstrated superior
performance compared to the related works (97.91%). The comparison of the proposed
model with other models that used dynamic and static APIs-based features showed that
HAPI-MDM achieved the best overall accuracy, lowest false-positive rate (2.08%), and
lowest false-negative rate (2.08%) among all models. The proposed model outperformed
the related work in terms of all the performance measures.

The analysis of the extracted features revealed that combining both dynamic and static
API features resulted in better detection performance compared to using a single feature
set. The proposed similarity-based feature improved the detection performance of the
dynamic-based analysis. In addition, the comparison of the machine learning techniques
used to evaluate the model showed that ANN outperformed the other techniques in terms
of accuracy, while XGBoost and ANN outperformed the other techniques when using
dynamic API features.

Overall, the results suggest that combining dynamic and static API-based features
and using a similarity-based feature can improve malware detection performance. The
proposed hybrid model can potentially be used as a valuable tool to enhance the security
of computer systems against malware attacks. Further research is needed to evaluate the
model’s performance with more diverse and larger datasets and to investigate the model’s
ability to detect new, unknown malware.
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