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Abstract: Peak particle velocity (PPV) caused by blasting is an unfavorable environmental issue that
can damage neighboring structures or equipment. Hence, a reliable prediction and minimization of
PPV are essential for a blasting site. To estimate PPV caused by tunnel blasting, this paper proposes
two neuro-based metaheuristic models: neuro-imperialism and neuro-swarm. The prediction was
made based on extensive observation and data collecting from a tunnelling project that was concerned
about the presence of a temple near the blasting operations and tunnel site. A detailed modeling
procedure was conducted to estimate PPV values using both empirical methods and intelligence
techniques. As a fair comparison, a base model considered a benchmark in intelligent modeling,
artificial neural network (ANN), was also built to predict the same output. The developed models
were evaluated using several calculated statistical indices, such as variance account for (VAF) and
a-20 index. The empirical equation findings revealed that there is still room for improvement by
implementing other techniques. This paper demonstrated this improvement by proposing the neuro-
swarm, neuro-imperialism, and ANN models. The neuro-swarm model outperforms the others in
terms of accuracy. VAF values of 90.318% and 90.606% and a-20 index values of 0.374 and 0.355
for training and testing sets, respectively, were obtained for the neuro-swarm model to predict PPV
induced by blasting. The proposed neuro-based metaheuristic models in this investigation can be
utilized to predict PPV values with an acceptable level of accuracy within the site conditions and
input ranges used in this study.

Keywords: tunnel blasting; Peak particle velocity; metaheuristic algorithms; neuro-swarm; neuro-
imperialism

MSC: 68Uxx

1. Introduction

Blasting operations are frequently used in mines, quarries, and tunnels to excavate rock
mass, due to their economy and efficiency. An important control object during blasting is the
magnitude of ground vibration, as this is related to the safety of the surrounding buildings
and equipment [1]. During blasting operations, the blast-induced ground vibration can
propagate in three directions: transverse, longitudinal, and vertical direction [2]. When
the vibration starts to propagate, each particle has its velocity. The peak particle velocity
(PPV) is defined as the highest velocity of the particles, which is the base factor to assess the
magnitude of ground vibration produced by blasting events [3–6]. Dozens of investigations
were carried out to determine the PPV magnitude [7], and they included three types:
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empirical/experimental methods, statistical-based methods, and artificial intelligence
(AI) techniques.

In the case of empirical/experimental methods, many researchers [8,9] suggested
a uniform style, which works based on only two parameters, namely, the distance of the
measuring transducer from the blasting face and the explosive weight (charge amount).
This uniform style was introduced by Duvall and Petkof [10], and it is known as the USBM
equation form. The scaled distance (SD) is the main term of the USBM equation, which
can relate the two mentioned parameters to predict PPV values. However, average perfor-
mance accuracy was reported by the researchers for different proposed empirical equations,
whereas a high prediction capacity is required for such techniques to minimize the risk
associated with ground vibration produced by blasting. In addition, typically, these empiri-
cal/experimental equations were proposed for the conditions of the specific site, which has
a unique geological structure and setting [11]. It seems that these empirical/experimental
formulas cannot predict PPV with a satisfactory level of accuracy in the other blasting
locations, and there is a need to try other available techniques to get more reliable results
with higher accuracy.

Statistical regression methods have also been used to predict blast-induced PPV. For ex-
ample, Hasanipanah et al. [12] developed a multiple linear regression (MLR) model/equation
to forecast blast-induced PPV in the Miduk copper mine, in Iran. In their research, 69 data
samples were allocated to the training (development) data sets for constructing the MLR
model, while 17 data sets were apportioned to the testing (assessment) data sets to evaluate
the MLR model. The results showed that the constructed MLR model had favorable accuracy
(coefficient of determination, R2 = 0.883) by comparing the measured PPV values with the
predicted PPV values. Similarly, Ram Chandar et al. [13] proposed another MLR model to
forecast PPV values in three mines. Their applied input variables included the maximum
charge per delay, distance, burden, spacing, amplitude, and frequency. The results indicated
that MLR was a reliable tool that can produce good accuracy and can be applied at any mine
site. However, PPV is a sensitive indicator that can significantly characterize the influence
of the ground vibration resulting from blasting on the safety of a building or equipment.

Some researchers [14] mentioned that the accuracy level of statistical models and
MLR techniques in predicting PPV was inadequate compared to AI techniques, which can
yield more reliable results. For example, Khandelwal and Singh [15] compared the PPV
prediction results of both artificial neural networks (ANN) and MLR and found that the
corresponding coefficients of correlation for predicting PPV are 0.994 by ANN and 0.4971
by MLR. It showed that the ANN model had a greater accuracy, whereas the proposed
MLR equation had a higher error. Similar results were seen by Xue and Yang [16], Parida
and Mishra [17], and Lawal and Idris [18].

In recent years, many models and studies have been developed using AI techniques for
solving civil and mining problems [19–37] and specifically for predicting PPV produced by
blasting. These models mainly include ANN, gene expression programming (GEP), neuro-
fuzzy, decision tree, support vector machine (SVM), fuzzy logic, genetic algorithm (GA),
and genetic programming [38–40]. The studies highlighted the feasibility and applicability
of AI models in solving PPV produced by mine or quarry blasting. However, the AI studies
for predicting PPV induced by tunnel blasting are limited to a few investigations only, as
presented in Table 1. For instance, Monjezi et al. [41] attempted to use ANN to predict PPV
values produced by tunnel blasting in a project carried out in Iran. They reported that the
ANN technique was a powerful and easy-to-use method for solving such problems. Lawal
et al. [42] conducted research to predict tunnel blast-induced PPV in the Daejeon tunnel,
in South Korea. They proposed different techniques, i.e., ANN, moth-flame optimization
(MFO)-ANN, and GEP, and used the controllable (e.g., hole depth) and uncontrollable
(e.g., rock mass rating) factors. The results showed that the MFO-ANN model performed
better in predicting PPV compared with ANN and GEP. In another work, Jelušič et al. [43]
used a neuro-fuzzy model to predict PPV values in two tunnels located in Slovenia. In
their study, the charge and the distance from the blast face to the monitoring positions
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were allocated as model predictors. It was found that the neuro-fuzzy model can well
predict PPV. Rana et al. [39] compared two AI techniques (ANN and decision tree) for
forecasting the PPV values in six tunnels in India. They used a database comprising
137 data samples. The results showed that the decision tree model outperformed the ANN
model. Hasanipanah et al. [44] developed two forms of the GA model (linear and power)
to estimate PPV in a tunneling project at the Bakhtiari dam region in Iran. The results
indicated that the performance of the GA power form outperformed the GA linear form.
More information regarding the available studies for estimating blast-induced PPV in
tunnels can be found in Table 1.

Table 1. Some relevant investigations for predicting tunnel blast-induced PPV.

Reference Technique Input Parameter Database No. Site Location/Country

Monjezi et al. [41] ANN MC, DI, ST, HD 182 Located in Iran
Li et al. [45] SVM MC, DI 32 Located in Guiyang, China
Mohamadnejad et al. [46] GRNN, SVM MC, DI 37 Located in Iran
Hasanipanah et al. [47] SVM DI, MC 80 Located in Iran
Yin et al. [48] BP-NN DI, HD, MC, TC 40 Located in Beijing, China
Hasanipanah et al. [44] GA MC, DI 85 Located in Iran
Abbaszadeh Shahri and
Asheghi [49] ANN TC, CPD, DI 37 Located in Iran

Rajabi and Vafaee [50] ANN MC, DI 64 Located in Lorestan Province, Iran
Jelušič et al. [43] Neuro-fuzzy TC, DI 48 Located in Slovenia

Lawal et al. [42] MFO-ANN, GEP HL, CPD, ND, TC,
DI, RMR 56 Located in KAERI, Daejeon,

South Korea

CPD: charge per delay, CPH: charge per hole, TC: total charge, DI: distance from blast face, MC: maximum charge
per delay, RMR: rock mass rating, H: hole diameter, HD: hole depth, HL: hole length, NH: number of holes, TCS:
tunnel cross-section, ST: stemming, BP: back-propagation, NN: neural network, GRNN: generalized regression
neural network.

It is obvious that ANN is the main model developed by many researchers to estimate
PPVs. However, this technique includes some drawbacks that influence its results con-
siderably [51–53]. Combining some optimization techniques can yield more sustainable
results from ANNs and higher-performing predictions. In the present study, we aimed to
develop more accurate PPV prediction models based on several advanced neural network
models, including the neuro-swarm and neural-imperialism models. To achieve this goal,
we prepared a comprehensive PPV dataset of tunnel blasting to establish these two neural-
based models. These two models are based on particle swarm optimization (PSO) and
the imperialism competitive algorithm (ICA) as two powerful metaheuristic techniques.
Additionally, we developed an empirical equation based on the collected database and
compared its performance with the neural-based models, to verify which model is best for
predicting blast-induced PPV in tunnel blasting operations.

2. Methods and Materials
2.1. ANN

An artificial neural network, or ANN, is a type of artificial intelligence (AI) system
that can imitate a specific organizational notion of how the nervous system works. Unlike
the traditional AI model that came before it, the ANN is able to learn the pattern from
the training that it is given and estimate the underlying relationship that exists between
the input variables and the output variables. This characteristic gives these approaches
a big advantage over the other intelligence models that exist in this field. The ANN
models use the artificial neurons as basic units to process the available data (i.e., input and
output variables) in a way similar to a human being’s brain. For the first time, McCulloch
and Walter [54] modeled the behaviors of artificial neurons by gathering and applying
a binary decision unit for input/output variables. The network they developed is capable
of obtaining outputs with the minimum error (i.e., the difference between the target of the
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data and system output). This can be done through the employment of an artificial node
or neuron.

The signal can be received at each artificial node in the network, and then the signal
can be processed by an activation function, such that an estimate of the output can be
generated [55]. Every output of a neuron will be taken as the input for the subsequent
neuron. Ch and Mathur [56] successfully showed that the most significant factor in ANN
performance and capability is the neuron/node connection patterns and their process of
design. The ANN model can be iteratively trained multiple times to reduce the imperfection
of the outputs. This process will continue until the preferred error of the network or the
number of iterations (i.e., repetition) is obtained. Amarghani et al. [57] recommended
applying the sigmoid transfer function to predict non-linear relationships. An artificial
neuron j with inputs (Xi), weights (Wij), bias (bj), and system output (Oj) is presented
in Figure 1.
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2.2. PSO

Kennedy and Eberhart [58] pioneered particle swarm optimization (PSO) as an ef-
fective, applicable, and powerful metaheuristic algorithm (i.e., optimization technique).
Swarms or particles in PSO search for optimal values/targets in a repetitive manner.
Throughout the search operation, the particles change their positions depending on the
experiences they have obtained up to that moment. Each particle learns to obtain its best

position, which is divided into two locations. The first one is named −−→pbest (or the best

personal position) and the second one is named −−→gbest (or the best global position). During
the learning stage, the particles are trained to enhance the speed of their movement to get

better positions of −−→gbest and −−→pbest . In this way, in each iteration, their locations (distance
between each swarm) and velocities can be computed. Therefore, their new locations can
be obtained using their previous locations and their velocities. The updated velocity and

location of the particles in PSO can be easily calculated using Equations (1) and (2). −−→vnew in
Equation (1) is the updated velocity in each swarm, which can be calculated using velocity
confidence (C1 and C2), present velocity and location of the swarm (

→
v and

→
p, respectively),

and the discussed −−→gbest and −−→pbest . Then, −−→pnew needs to be calculated as the updated
position or location of each swarm. The literature consists of numerous studies that have
explained PSO and its structure in more detailed ways [59].

−−→vnew =
→
v + C1 ×

(
−−→pbest −

→
p
)
+ C2 ×

(
−−→gbest −

→
p
)

(1)

−−→pnew =
→
p +
−−→vnew (2)
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2.3. ICA

Atashpaz-Gargari and Lucas [60] designed the first imperialist competitive algorithm
(ICA) as another metaheuristic algorithm to behave/solve various minimization or maxi-
mization issues. Like other metaheuristic algorithms, ICA works based on population (i.e.,
the number of countries), where each country is considered as a possible solution. The
algorithm implementation starts using a random number of countries as initial solutions.
The individuals of the population in ICA are countries, among which the best ones (i.e.,
those of the highest power) are selected and assigned as imperialists. The rest of the coun-
tries play the role of colonies of the imperialists. The most powerful countries in ICA are
those with minimum cost; these countries can take ownership/control of more colonies.
In general, ICA comprises three main machinists/operators: assimilation, revolution, and
competition. The assimilation operator directs the colonies through the path of growing
into imperialists to achieve more control and power, a better cultural level, and an enhanced
economy. During the first two operators, the colonies will have a high chance of reaching
a better position (i.e., solution) compared to that of their imperialists; in this condition,
a colony will take the control of the empire. Finally, during the competition process, the
imperialists will also have a high chance of adopting more colonies. During the competi-
tion process, the weakest empire collapses, and, at the same time, the strongest ones can
take possession of more colonies, which leads to the increase of their control/power. The
mentioned procedure is repeated until the strongest empire or the only one can control
all countries. In this condition, the rest of the empires, which are weak, will collapse and
their role will change as a colony. The literature contains more details and explanations
regarding different applications of ICA in solving optimization problems [61].

2.4. Neuro-Based Models

The ANN models could be more powerful when being integrated with some other
optimization algorithms, such as PSO and ICA [62]. The ANN models might attain a wrong
or unacceptably inaccurate prediction because of the weakness of back-propagation models
in the exploration of the global minimum [63]. It is highly probable for the ANN models
to give strong local minima during training; however, the metaheuristic techniques have
the capacity of managing this situation by determining the ANN’s biases and weights.
Therefore, the search space in this case encounters global minima owing to the implemen-
tation of PSO/ICA (i.e., optimization algorithms). In the current paper, two neuro-based
approaches, PSO-ANN and ICA-ANN, are used to predict the PPV values induced by
tunnel blasting. Then, the results attained by both hybrid models are compared in a way
that selects the one with higher accuracy. In the rest of this paper, the terms neuro-swarm
and neuro-imperialism will be utilized instead of PSO-ANN and ICA-ANN models, respec-
tively. More information regarding the mixing of PSO and ICA with the ANN model for
prediction-based problems can be found elsewhere [64,65].

2.5. Statistical Indices

In general, the performance quality of hybrid neuro-based or other predictive tech-
niques is assessed using some statistical indices. Two of the most famous indices are the
root mean square error (RMSE) and the coefficient of determination (R2). Lower RMSE
values show higher accuracy of the predictions made; on the other hand, higher values of
R2 show a good covenant between the actual and estimated values. These two statistical
parameters are calculated using Equations (3) and (4). In these equations, S is the total no.
of samples, estimated PPV and measured PPV are presented by z′ and z, respectively, and
z presents the mean values of measured PPV.

RMSE =

√
1
n ∑S

i=1(z
′ − z)2 (3)
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R2 = 1− ∑i(z− z′)2

∑i(z− z)2 (4)

The other widely used statistical index is the variance account for (VAF), which is
based on percentage. The formula of VAF is expressed as follows:

VAF =

[
1− var(z− z′)

var (z)

]
× 100% (5)

The perfect value for VAF is 100% for a model with R2 = 1 and RMSE = 0. Apart
from these indices, the authors decided to use an a-20 index as a new and powerful index.
This is defined in the following equation, where m20 signifies the rate of experimental
value/predicted value that lies between the range of 0.80 to 1.20 and S is the total no. of
samples.

a20− index =
m20

S
(6)

2.6. Case Study and Database

In this study, the data was collected from Shi Ban Gou Tunnel, which is located in
Qinghai Province, China. The Shi Ban Gou Tunnel is a highway tunnel constructed on G6
National Highway to connect region 1 (Zamalong) to region 2 (Daotang river). The route
of the tunnel crosses the ridge from east to west. The basic information of the tunnel is as
follows: the total length is 525 m; the design elevation of the starting point is 2478.64 m; the
design elevation of the ending point is 2490.8 m; and the maximum overburden distance of
the tunnel is 204 m. The route map of the tunnel is shown in Figure 2.
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According to the information from a geological survey, the tunnel exit is located
on the Huangshui River valley slope. The natural slope angle of the mountain is about
34–70 degrees, with scattered piles of broken boulders on the right-hand slope and exposed
bedrock on the left-hand slope, which indicates the poor stability of the natural slope at
the tunnel entrance. In the exit section of the tunnel, the surrounding rock is composed of
a mixed-medium weathered and slightly weathered gneiss with complex lithology, broken
rock mass, developed joints and fissures, and a blocky or laminated structure. The rock
and soil mass wave velocity of this section is 1–2.9 km·s−1.
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The tunnel entrance is located around 20 m up from the cliff face, next to the Temple
of the Holy Ancestors of Buddha (the temple is 8 m in height and covers a total area of
52 m2). Because the mountain is steep and the rock above the tunnel entrance is broken,
the tunnel excavation by blasting increases the disturbance to the mountain. This may
cause landslides, rock falls, and other hazards, seriously threatening the safety of the
thousand-year-old temple. The relative positions of the tunnel and the temple are shown in
Figure 3. Owing to the blasting operation, vibrations propagate not only along the tunnel
axis but also far upward to the ground around the temple. The PPV values produced by
blasting in the tunnel may have an undesired influence on the safety of the temple, thereby
raising administrators’ complaints. Since the safety of the described temple is a primary
concern in this project, the values of PPV should be controlled and minimized when the
tunnel is being excavated. For the safety of the temple, the field measurement of PPV
was carried out using a seismograph, as shown in Figure 4. This type of seismograph
is a measuring instrument for ultra-low or low-frequency vibrations. It is mainly used
for the measurement of pulsations generated from the ground and structures, and it has
three measurement levels of velocity: small, medium, and large velocity.
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To establish a database to forecast PPV values, the results of the Shi Ban Gou Tunnel
during blasting operations were considered and used. Three hundred and one blasting
operations in the mentioned tunnel with the relevant blasting parameters were observed.
The blasting design factors include charge (C), rock mass rating, number of holes, and the
distance from the measuring station (DI) to the blasting point, together with their relevant
PPV values. It is important to mention that the distance from the measuring station is the
horizontal distance between the blasting face and the monitoring point inside the temple.
In the available data, a maximum distance of 745 m was recorded for DI, and, since there
is an inverse relationship between PPV and DI, the authors decided to use a DI range of
49–397 m. In this way, the total number of blasting events was reduced to 154. It is worth
noting that the safety of the temple presented in Figure 3, because of the close distance
to the tunnel, was the main concern for the tunnel construction team. Therefore, blasting
pattern parameters, as well as geological conditions of the tunnel face, were carefully
designed and monitored.

Although there are several parameters measured in the tunnel site, many researchers
in their empirical and computational PPV models suggested using only two predictors: DI
and C [66,67]. Therefore, these two variables were used in this study, as well, to forecast
PPV results produced by blasting. The statistical information of the adopted data used in
this study and its modeling part are shown in Table 2. In the following section, different
models will be applied to estimate PPV values and select the most accurate model for
PPV prediction.

Table 2. Input and output variables and their relevant statistical information.

Parameters Unit Group Max Min Mean SD

Total charge (C) kg Input 150 45 121 39.05
Distance from the measuring

station (DI) m Input 397 49 227 91.97

Peak particle velocity (PPV) mm/s Output 23.06 10 13 2.88
Max: maximum; Min: minimum; SD: standard deviation.

3. Analysis and Prediction of PPV Values

This section presents the procedures of PPV estimation using two different approaches,
empirical and intelligent. The empirical approach, which is still a commonly utilized
technique, will be described first. Then, intelligence systems comprising two neuro-based
models—neuro-swarm and neuro-imperialism—will be constructed with their influential
parameters to predict PPV values.

3.1. Empirical Approach

It is a common practice of mining engineers or designers to use an empirical equation
for PPV prediction in mines, quarries, tunnels, etc. This is an essential task to be imple-
mented before blasting operations and after the design of blasting pattern parameters. The
process of estimation of PPV based on an empirical approach is not difficult, and, according
to many well-known references [4,6,68], it can be computed using only two predictors (i.e.,
variables): distance (DI) from the blast-face and charge (C) weight. Therefore, in this study,
as the empirical approach, an established equation formed by USBM [10], PPV = zSDx,
was used. In the mentioned equation form, z and x are site constants that can be obtained
from the power structure of the equation, and SD is defined as the scaled distance, which
should be calculated using DI (m) and C (kg) in a form of thfe following equation:

SD =

(
DI√

C

)
(7)

Therefore, if the results of DI and C are available, it is possible to propose an empirical
equation for forecasting PPV values. The proposed equations for predicting PPV values
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with z = 30.584 and x = −0.293 is expressed as PPV = 30.584SD−0.293. The SD values,
together with their PPV values, are displayed in Figure 5. In this figure, the evaluation is
only based on R2, which is sufficient for a single equation. As a result, R2 = 0.615 can be
considered a suitable prediction level for estimating PPV induced by tunnel blasting. This
level of accuracy may be applicable for predicting PPV values by designers before blasting
events; however, a forecasting model with a higher accuracy/performance level would be
of interest and importance for a better determination of the safety region of blasting. This
can be done through the applications of neuro-based approaches, i.e., neuro-swarm and
neuro-imperialism, using the same input variables (including DI and C). The modeling
process of these techniques in forecasting PPV results will be described in detail, later.
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3.2. Neuro-Based Approach

From our findings and discussion in the previous section, it was observed that
a prediction technique that can provide a higher accuracy degree is needed to estimate
blast-induced PPV. Hence, two neuro-based models, neuro-swarm and neuro-imperialism,
were selected to do this task. The same models were highlighted in previous studies as
powerful and applicable techniques in solving other geotechnical and mining engineering
problems [69]. The process of modeling begins with determining the most effective parame-
ters of the ANN approach, which is the base model in neuro-based structures. Nevertheless,
before that procedure, the data need to be subjected to a normalization process to help
make the modeling faster and easier. The proposed equation to normalize the datasets can
make the following processes simplified [70,71]:

Onorm =
O−Omin

Omax −Omin
(8)

where Omin and Omax stand for the minimum and maximum values of O, respectively; O
denotes the measured value, and Onorm represents the normalized one. Many studies in the
literature have suggested the use of only a single hidden layer in ANN [72], and some others
have suggested multiple hidden layers to solve their problems [73]. As a result, the PPV
data in the current study were exposed to one, two, and three hidden layers for prediction
purposes. The obtained results confirmed that the use of only one hidden layer can result in
predicting more accurately in comparison with two or three layers. Therefore, only a single
hidden layer was considered in solving the PPV issue using neuro-based models.

In ANN design, another significant factor is the number of neurons that needs to
be well determined with the help of a parametric study (a common way of designing
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the number of neurons). Considering the previously conducted studies and using only
two input variables (DI and C), values ranging from 1 to 5 were applied to the modeling of
this part, and the RMSE and R2 values in each case were calculated. The results confirmed
that the use of 4 hidden neurons provided closer PPV values to the measured ones; for
that reason, regarding this parameter, the best number of neurons in the ANN model was
set to 4. After designing the ANN structure (2-4-1 as input variables-number of hidden
neurons-output variable, respectively), the rest of the modeling processes in the present
study were carried out by referring to this structure as the base model. Note that the
total number of data samples for modeling was 154; 80% of the total data samples were
considered as the training data samples, and the rest (another 20%) were considered as the
testing set.

The first step in neuro-swarm and neuro-imperialism modeling is selecting their
most effective factors. In the case of neuro-swarm, iteration number, size of particle or
swarm (SS), velocity coefficients, and inertia weight can influence the model performance
(capability), as highlighted by various scholars [64,74]. However, several investigations
suggested default values or fixed values for velocity coefficients and inertia weight to
solve the problems [75]. Therefore, in this research, the velocity coefficient of 2 and the
inertia weight of 0.25 were applied for all neuro-swarm models. Two other effective
factors in the neuro-swarm model were designed later. In the case of neuro-imperialism,
three factors—the number of countries (NOC), the number of decades (NOD), and the
number of imperialists (NOI)—can have a great affect on the modeling results. Similar to
the neuro-swarm model, NOI = 10 was utilized for all neuro-imperialism models, based on
previous investigations [74], and NOD and NOC parameters were determined later.

As mentioned in the previous paragraph, the SS and the number of iterations should
be designed for the neuro-swarm model, while these parameters are NOD and NOC
for the neuro-imperialism model. In conducting two parametric studies, SS and NOC
values in the range of 50 and 500, with the incremental step of 50, were used for modeling.
In these parametric studies, a maximum value of 500 was assigned to the number of
iterations/decades. Therefore, ten neuro-swarm and ten neuro-imperialism predictive
models were created to estimate PPV values, and their RMSEs were recorded as shown in
Figure 6a,b, respectively for neuro-swarm and neuro-imperialism methods. From Figure 6,
two parameters, the number of population and the number of model repetitions, can be
determined for each neuro-based model. It is obvious that for all models, the RMSE values
were significantly reduced in the beginning iterations/decades until reaching a constant
RMSE, and, after that, there is no change in the results of the RMSE. However, the constant
point is different for each neuro-based model. For example, for SS = 50 (Figure 6a), the
results of the RMSE were not changed after iteration number = 100. This is the way of
selecting the best iteration/decade number. On the other hand, the best SS and NOC values
are related to those with the lowest RMSE values. In this way, the neuro-swarm model
and the neuro-imperialism model received the lowest RMSE values when SS = 450 and
NOC = 400, respectively. Therefore, they were selected as the best populations in these
two models. Regarding iteration and decade number: conservatively, iteration number
= 400 and NOD = 300 were selected for neuro-swarm and neuro-imperialism methods,
respectively, in estimating PPV. By determining these parameters, there is no more effective
parameter that needs to be designed. The results obtained by these two neuro-based models
in forecasting PPV induced by tunnel blasting will be discussed in the following section.
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4. Results and Discussion

This section discusses the results obtained from both the empirical and computational
models in terms of estimating the PPV values produced by tunnel blasting. To show
that the databases used in the modeling are suitable and to understand more about the
effective parameters of PPV, an empirical equation was also proposed to predict PPV values.
However, it was highlighted in past studies that these empirical equations are not strong
enough for solving ground vibration problems in blasting sites. With this in mind, the
evaluation process of the proposed empirical equation was performed, and, based on the
obtained R2 (0.615), it was found that the empirical equation includes a wide range of
errors. This may be because the nature of rock mass, which is site-specific or based on
geological conditions of the blast face, is not considered in the empirical equation.

Therefore, to increase the performance prediction and to have a fair comparison, the
same model inputs (DI and C) were utilized in two neuro-based techniques. The idea
behind that is to propose a computational model which can increase the accuracy level and
at the same time be applicable and easy to implement. Needless to mention, an exact or
near-to-exact determination of blast safety zone is always a challenge for civil and mining
engineers. It means that the designers are looking for a reliable and applicable methodology
with the lowest error level. Both neuro-based techniques were designed with the mentioned
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aim to predict PPV induced by tunnel blasting. As discussed earlier, four statistical indices
were used for assessing intelligent models, and their results are tabulated in Table 3. Note
that an ANN as the base model was also designed in this investigation to better realize
the roles of PSO and ICA in optimizing ANN weights and biases. In fact, by selecting
the optimum weight and bias for ANN, an increase in the accuracy level of the proposed
models can be seen.

Table 3. Results of the developed models in forecasting PPV values.

Set Statistical Index ANN Neuro-Swarm Neuro-Imperialism

Train

R2 0.615 0.904 0.896
RMSE 0.138 0.072 0.079

VAF (%) 61.368 90.318 89.515
a-20 index 0.195 0.374 0.374

Test

R2 0.687 0.913 0.822
RMSE 0.126 0.075 0.077

VAF (%) 68.073 90.606 80.77
a-20 index 0.161 0.355 0.258

Table 3 presents statistical indices results for the model training and model testing
parts. In addition, Figures 7–9 display the results of the measured and predicted PPV values
with the use of the neuro-swarm, neuro-imperialism, and ANN techniques, respectively.
In addition, the statistical indices (i.e., R2, VAF, RMSE, and a-20 index) results for the
introduced models are depicted in these figures. In terms of the prediction capacity, the
neuro-swarm model was found to have a higher capability to present a better relationship
(higher performance) between the predicted and measured PPV values. Regarding the
model training part, the R2 values of 0.615, 0.896, and 0.904 for ANN, neuro-imperialism,
and neuro-swarm models, respectively, were obtained, which showed that the neuro-swarm
was superior to the other ones in this part. Similarly, the same trend in R2 results can be
found for the model testing part (Table 3), which confirmed the high-reliability level of
the model during development. In addition, the same neuro-swarm model received the
lowest RMSE and highest VAF results for both the training and testing stages. As a new
and powerful indicator for assessing model accuracy, the a-20 index was calculated for
all proposed models. The ideal value for an a-20 index is 1.0, and it is related to a model
with equal measured and predicted values. Therefore, values closer to 1.0 are set as more
accurate models. Based on this discussion, the neuro-swarm model with a-20 index values
of 0.374 and 0.355 is the best among all applied models.
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From the results, it is clear that both neuro-based models are strong enough to increase
performance prediction of the base model (i.e., ANN) in predicting PPV values obtained by
tunnel blasting. The estimated PPV values and their close agreement with the measured
ones reveal that PSO and ICA are highly capable of optimizing the biases and weights of
ANN. However, in cases where new data was accessible, the neuro-swarm with PSO as
an optimization algorithm outperformed the other one. The techniques in this study, with
their detailed design process, can be utilized in tunnel blasting for determining PPV values
with a low level of error. In this way, the safety zone of blasting related to only ground
vibration can be determined to check the locations of important structures, equipment,
and products.

In terms of model accuracy and the ability for prediction purposes, note that the
findings achieved in this paper are better than some other techniques published in the
literature. For instance, Jelušič et al. [43] received an R2 = 0.87 for their neuro-fuzzy model
in estimating PPV. Li et al. [45] proposed a SVM model with R2 = 0.910 for the same problem.
Moreover, our study used only two variables as inputs to solve the PPV problem, which
means that our study is simpler compared with other studies, such as Yin et al. [48], with
four inputs, and Lawal et al. [42], with six inputs. It is concluded that our study is superior
to the available studies and techniques in the literature, and it can be utilized by engineers
and researchers.

5. Limitations and Future Studies

The proposed model in this work is based on an analysis of a database of 154 data
samples gathered from a single tunnel in China. As a result, the proposed model is
applicable to the same or similar geological and blasting pattern conditions. If other
researchers want to adopt the proposed model, the range of input parameters is sensitive
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to the PPV results. The similar approach described in this study can be expanded upon
using a larger number of data samples compiled from other tunnel sites (obviously with
various geological conditions) to develop a more generalized model. In addition, some
other optimized hybrid models, such as neuro-fuzzy-based, fuzzy-based, SVM-based,
and random forest-based, can also be applied to examine their capabilities and power
in increasing the performance of PPV prediction compared with the models proposed in
this study.

6. Summary and Conclusions

The idea of proposing an intelligence model that can enjoy the advantages of at least
two models was performed in this study to predict PPV values induced by blasting events
in a tunnel. To do this, a total of 154 data samples were used in the modeling. According to
previous studies, an equation was proposed empirically for the prediction of PPV using
two model predictors (DI and C). Then, two neuro-based models were modeled in detail for
the same aim (using DI and C values). The following concluding remarks can be derived
from this study:

(1) The prediction level of the proposed empirical model in predicting PPV values is
not strong enough (R2 = 0.615). However, the same can be used by mining and civil
engineers to temporarily predict PPV values or to have an approximate determination
of the blast safety zone.

(2) Using the same input variables, neuro-based metaheuristic models received a higher
performance degree to predict PPV induced by tunnel blasting. The neuro-swarm
model was able to increase the performance capacity of the empirical equation from
R2 =0.615 to R2 = 0.904 and R2 = 0.913 for training and testing, respectively. Similarly,
R2 = 0.896 and 0.822 were obtained for training and testing parts of the developed
neuro-imperialism model, respectively.

(3) It was observed that both PSO and ICA algorithms are strong enough to optimize
the weights and biases of the ANN model (the base model). However, the highest
capacity for predicting PPV values can be obtained using the PSO algorithm in a form
of the neuro-swarm model.
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