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ABSTRACT
Objectives Despite extensive advances in medical and 
surgical treatment, cardiovascular disease (CVD) remains 
the leading cause of mortality worldwide. Identifying the 
significant predictors will help clinicians with the prognosis 
of the disease and patient management. This study aims 
to identify and interpret the dependence structure between 
the predictors and health outcomes of ST- elevation 
myocardial infarction (STEMI) male patients in Malaysian 
setting.
Design Retrospective study.
Setting Malaysian National Cardiovascular Disease 
Database- Acute Coronary Syndrome (NCVD- ACS) registry 
years 2006–2013, which consists of 18 hospitals across 
the country.
Participants 7180 male patients diagnosed with STEMI 
from the NCVD- ACS registry.
Primary and secondary outcome measures A graphical 
model based on the Bayesian network (BN) approach has 
been considered. A bootstrap resampling approach was 
integrated into the structural learning algorithm to estimate 
probabilistic relations between the studied features that 
have the strongest influence and support.
Results The relationships between 16 features in the 
domain of CVD were visualised. From the bootstrap 
resampling approach, out of 250, only 25 arcs are 
significant (strength value ≥0.85 and the direction value 
≥0.50). Age group, Killip class and renal disease were 
classified as the key predictors in the BN model for male 
patients as they were the most influential variables directly 
connected to the outcome, which is the patient status. 
Widespread probabilistic associations between the key 
predictors and the remaining variables were observed in 
the network structure. High likelihood values are observed 
for patient status variable stated alive (93.8%), Killip class I 
on presentation (66.8%), patient younger than 65 (81.1%), 
smoker patient (77.2%) and ethnic Malay (59.2%). The 
BN model has been shown to have good predictive 
performance.
Conclusions The data visualisation analysis can be a 
powerful tool to understand the relationships between 
the CVD prognostic variables and can be useful to 
clinicians.

INTRODUCTION
Despite extensive advances in medical and 
surgical treatment as well as biomedical inno-
vation, cardiovascular disease (CVD) remains 
the leading cause of mortality worldwide.1 2 
With an alarmingly high figure, CVD affects 
roughly 422 million people and is respon-
sible for approximately 18 million fatalities 
yearly.3 While CVD morbidity and mortality 
have stabilised in high- income countries, 
CVD deaths and risk factors or as they are 
commonly referred to in this setting, predic-
tors burden are increasing in low- income and 
middle- income countries.4 Clearly, there is a 
persistent need for interventions targeting 
CVD predictors, particularly cost- effective 
interventions that can be effectively scaled up 
for population- wide distribution.

An increasingly used method in the medical 
field, especially cardiology known as Bayesian 
network (BN), was a perfect solution.5–9 BN 
was first introduced by Judea Pearl in 1985 and 
it was known as a powerful method for knowl-
edge representation under the influence of 
uncertainty.10 It was a combination of two 
different mathematical areas namely graph 
theory and probability theory.11 Both categor-
ical and numerical data were involved in these 
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 ⇒ The relationships between the cardiovascular dis-
ease prognostic variables in Malaysia were analysed 
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previous studies. However, all of these studies have been 
based on worldwide CVD samples such as China, USA, 
United Kingdom, Egypt and Canada and BN is relatively 
less explored in Malaysian CVD dataset. Also, most of 
these BN studies do not contain indication on the degree 
of confidence or strength of each arc in the network and 
BN model validation was not performed.5 6 8 12 Moreover, 
no specific details are given on the BN algorithm used 
in their study.8 12 In order to address this limitation, a 
graphical model based on BN will be applied to discover 
the dependence structure between variables in Malaysian 
CVD dataset and the conditional independence of a vari-
able or groups of variables from a given variable or vari-
ables. This is the first study to describe the relationships 
between the CVD prognostic variables in Malaysia using 
visualisation analysis and has great potential to be applied 
in other medical studies.

In this study, BN model is used for building clinical 
decision support system to help in identify the prog-
nostic variables. The BN approach has both the elements 
of uncertainty and causality in which it becomes both 
expert knowledge and data- driven modelling.13 The anal-
ysis is performed within a graphical probabilistic model 
framework. There are two main steps to obtain a BN 
model from the data. The first step is known as struc-
tural learning where the graph contains the conditional 
independencies of the data is determined followed by 
a second step known as parameter learning which esti-
mates and updates of the parameters of the local distri-
butions.14 In this study, score- based algorithm was chosen 
to be applied in the structural learning in the motivation 
of Scutari et al in 2018 which stated that by using both 
simulated and real- world data, score- based algorithms 
appeared to be more efficient or more sensitive to errors 
than constraint- based algorithms while hybrid algorithms 
are not much faster or more accurate than constraint- 
based algorithms.15 Hill- climbing algorithm of the score- 
based algorithm was applied in the structural learning.

The motivation of the study is to provide a visuali-
sation of data- driven analysis. It is hoped that the find-
ings are useful to primary care clinicians in fields such 
as family practice, internal medicine, nurse practitioners 
and physician assistants, who may benefit from data- 
driven evidence to identify CVD risk factors, or as they 
are commonly referred to in this setting, predictors, are 
most effectively diagnosed and managed. Specialists may 
benefit, as a specialist in one part of preventive cardiology 
may lack expertise in other fundamental components.16 
Furthermore, most studies have shown that the majority 
of patients with CVD have several CVD predictors, neces-
sitating a multimodal.17 18 Patients with or at risk of CVD 
will benefit from a holistic approach to CVD risk reduc-
tion, with sufficient attention paid to all relevant CVD 
predictors.19 It may therefore be beneficial for physicians 
to have a general understanding of the fundamental 
concepts that apply to the various CVD predictors that 
frequently coexist in the same patient who has or is at risk 
for CVD.

Comprehensive and systematic analysis of long- term 
trends and patterns in worldwide CVD is critical for 
guiding public policy and providing decision makers 
with benchmarks.1 16 Understanding how significant each 
predictor is will help to improve assessment processes, 
clinical decisions and trial designs.1 Therefore, the main 
aim of the study is to identify and interpret the depen-
dence structure between the predictors and health 
outcomes of ST- elevation myocardial infarction (STEMI) 
male patients using BN.

MATERIALS AND METHODS
Source of data
From the year 2006 to 2013, a total of 7180 anonymised 
patient data for patients diagnosed with STEMI from 
18 major hospitals in Malaysia were obtained from the 
National Cardiovascular Disease Database- Acute Coro-
nary Syndrome (NCVD- ACS) registry. STEMI was chosen 
since it is the deadliest kind of acute coronary syndrome. 
STEMI in this context is defined as persistent ST segment 
elevation exceeding 1 mm in two consecutive electrocar-
diographic leads or the occurrence of a new left bundle 
branch block in the presence of positive cardiac markers. 
From the time a patient with STEMI was admitted to the 
hospital until he or she was discharged, data was recorded. 
Variables on demographics, risk factors, comorbidities, 
clinical presentation, in- hospital treatment and clinical 
outcome of the patients were all recorded. The clinical 
presentation, called the Killip class, was classified into four 
subclasses. The Killip classification predicts how likely it is 
that people with an acute myocardial infarction will live 
for 30 days, with Killip IV being the most likely to die.20 
This study used only the cases in a dataset for which there 
were no missing values on any of the variables which is 
also known as complete case analysis. Furthermore, only 
in- hospital mortality was analysed as insufficient follow- up 
data prevented long- term analysis.

Statistical methods
For BN analysis, the data were divided into learning and 
test datasets. The model was built using the learning 
dataset. Test dataset was used for model validation and to 
check the performances of model. The learning and test 
partitioning used in this study were based on the typical 
ratio of 70:30.21 22 BN is a directed acyclic graph (DAG) 
which consists of nodes and directed line segments or 
arcs between pairs of the nodes. Each node represents 
a variable, which has a different probability distribution, 
and each arc represents the joint or inference depen-
dency between two nodes. Table 1 shows the description 
of the variables in the study.

When new information is added, the BN is used to make 
inferences, that is, to determine new probabilities. There-
fore, it is important to understand the basic concepts for 
inference flow. Two variables A and B in a BN are d- sep-
arated if, for every possible path between them, there is 
an intermediate variable C such that the connection is 
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either serial (A → C → B or A ← C ← B) or diverging 
(A ← C →B) and C is instantiated or (ii) the connection 
is converging (A → C ←B) and neither C nor any of C’s 
descendants have received evidence.23 To analyse the BN, 
it is crucial to know when influence flows from a node A 
to a node B via a node C. When this happens, the A node 
is said to be active.23

In order to obtain the DAG, the structure of the data 
needs to be determined. All variables are considered to be 

included in the BN model. The Bayesian model relies on 
prior knowledge of the phenomenon we are modelling to 
decide which arcs are present in the graph and which are 
not. Also, as a rule on the model selection process, arcs 
that point from a later to an earlier node were blacklisted. 
A score- based algorithm known as hill- climbing is addi-
tionally applied in this study.24 The hill- climbing algo-
rithm began with an empty DAG (without any arc), and 
it then continuously added, deleted or reversed one edge 
at a time until the Bayesian Dirichlet equivalent uniform 
score can no longer be improved.25

A method known as model averaging was implemented 
on top of the structural learning in order to obtain the best 
structure and a robust model.26 In this study, the method 
used to perform model averaging is using bootstrap resa-
mpling. The basic idea of bootstrap is to randomly draw 
datasets with replacement from the training dataset D, 
with each sample the same size as the original set, that 
is, N. This is performed B times, producing B bootstrap 
replicates.27 Then the averaged network structure was 
built using the arcs present in at least 85% of the networks 
which provides a measure of the strength of each arc and 
establishes its significance given a threshold of 85%. By 
learning the network structure, this study is able to iden-
tify which variables have a direct effect on the risk of 
mortality of CVD and which variables at the same time 
have their effect on the tendency intermediated by the 
earlier variables.

After learning the BN’s structure from the data, the 
task of estimating and updating the parameters of the 
global distribution, also known as the joint probability 
distribution, is easily done by breaking it down into local 
distributions, each of which only involves a node and its 
parents.26 For the discrete BN in this study, the parame-
ters to estimate are the conditional probabilities in the 
local distributions. Suppose  Xi   is the  ith  random vari-
able containing  ri   discrete states and  Xik  is the  kth  state 
of the random variable  Xi   . Consider a BN consisting a 
set of nodes or random variables  X =

{
X1, X2, . . . , XN

}
 , a 

pair of  
(
G,Θ

)
  where  G   denotes DAG and Θ  is the set of 

conditional probabilities with  Θ =
(
θijk : ∀ijk

)
 , where  θijk  is 

the joint probability  θijk = P(Xi = Xk
i |parent node(Xi) = pj

i)  
where  p

j
i   is the parent node of  Xi   from  G   and  pij   is the  jth  

combination of parents nodes of  Xi  .
Model validity and performance are evaluated through 

measures of discrimination and calibration. Discrimina-
tion is the ability of the model to distinguish and segre-
gate between the dead and alive patients. Calibration 
is used to assess the agreement between predicted and 
observed risk of mortality obtained from a model. All the 
algorithms involved were performed using R software, 
while the advanced graphical structures were plotted 
using Netica (Norsys Software Corp.).28 29

Patient and public involvement
There was no patient or public participation in the devel-
opment of this study’s research question and outcome. 

Table 1 Description of male patients’ dataset variables

Characteristic
Variable 
(abbreviation) Category

Demographic Ethnicity (ethnicity) Malay

Chinese

Indian

Others

Age group (age) <65

≥65

Risk factor Diabetes mellitus 
(diabetes)

No

Yes

Hypertension 
(hypertension)

No

Yes

Smoking status 
(smoking)

Never

Active/former

Dyslipidaemia 
(dyslipidaemia)

No

Yes

Family history of CVD 
(FmlyHist)

No

Yes

Comorbidities MI history (MI) No

Yes

Chronic lung disease 
(chronic lung)

No

Yes

Cerebrovascular 
disease (cerebro)

No

Yes

Peripheral vascular 
disease (peripheral)

No

Yes

Renal disease (renal) No

Yes

Clinical 
presentation

Killip class (Killip class) Class I

Class II

Class III

Class IV

Treatment Percutaneous coronary 
intervention (PCI)

No

Yes

Cardiac catheterisation 
(CCath)

No

Yes

Outcome Patient status (patient 
status)

Alive

Dead
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All data were obtained retrospectively from the Malaysian 
NCVD- ACS. Result of this study will not be disseminated 
to study participants.

RESULTS
By performing the bootstrap resampling approach in 
the model averaging, strength and direction of each arc 
in the averaged network structure or known as the final 
DAG for male patients are obtained and given in online 
supplemental table. Arc is considered to be significant 
if the strength value greater than or equal to 0.85 and 
the direction value appears to be greater than or equal 
to 0.50.26 Out of 240 possible arcs, only 25 arcs are signif-
icant in the final model for male patients as in online 
supplemental table. Since all the direction values are 
greater than 0.5, it can be concluded that the direction of 
the arcs is well established.

Then, the final DAG for male patients which consisted 
of 25 arcs as in online supplemental table is obtained 
and shown in online supplemental figure. The final 
DAG reflected the causal order and dependencies of 
each variable. Quite a few interesting features can be 
observed. From online supplemental figure, the variables 
age, Killip class and renal disease can be classified as the 
key predictors as they are the most influential variables 
directly associated with the outcome which is the patient 
status. The network analysis also showed widespread 
probabilistic associations between the key predictors and 
the remaining variables. Age is directly associated with 
chronic lung disease, family history of CVD and hyperten-
sion, whereas Killip class are associated with MI and renal 
disease. Renal disease appeared to have further associa-
tion with cerebrovascular disease and has a direct effect 
from hypertension.

Dyslipidaemia, smoking and age are associated to 
patient status through hypertension, diabetes mellitus and 
renal disease. In this situation, dyslipidaemia, smoking 
and age are said to have common effect on three vari-
ables namely hypertension, diabetes mellitus and renal 
disease; and once any of these three variables is removed, 
the connection thru this trail is broken. However, there 
is also other possible trails such as dyslipidaemia → MI 
→ Killip class → patient status. On the other hand, the 
variables ethnicity, dyslipidaemia and hypertension have 
direct connection on diabetes. It is worthwhile noted that 
MI has caused percutaneous coronary intervention (PCI) 
and chronic lung disease has caused cardiac catheterisa-
tion which also led to PCI. Ethnicity and age are known as 
root variables as they have no parents.

After the final DAG is obtained, the BN for male patients 
is then plotted using Netica as shown in figure 1. The 
software transformed the final DAG structure as shown 
in online supplemental figure in a probabilistic infer-
ence model which determined beliefs for the values of 
the rest of the variables in the structure. High likelihood 
values are observed for patient status variable stated alive 
(93.8%), Killip class I on presentation (66.8%), patient 

with age less than 65- year- old age group (81.1%), smoker 
patient (77.2%) and ethnic Malay (59.2%). On another 
note, there are low likelihoods for patients having renal 
disease (3.2%), cerebrovascular disease (2.7%), chronic 
lung disease (2.1%) and peripheral disease (0.3%). It 
also shows an almost similar likelihood in patients with 
and without hypertension.

As for parameter learning, for each node, a conditional 
probability distribution is obtained. Table 2 showed an 
example of conditional probability distribution that 
involved the three key predictors for the BN model for 
male patients namely renal disease, Killip class and age 
group. Table 2 suggested that the conditional probability 
of death given that the patient has the renal disease is 
higher than those without it for all the Killip class presen-
tations and for both age groups.

The BN model’s validity and performance are assessed 
using another 2154 male patient datasets. Receiver oper-
ating characteristics (ROC) curve is used, which gener-
ated four statistical measures, namely the AUC, sensitivity, 
specificity and accuracy, as shown in table 3. Figure 2 
illustrated the ROC curve of BN model for male patients. 
From table 3, it can be seen that the AUC with the sensi-
tivity and specificity values for the male BN model are 
highly statistically significant. The sensitivity of the BN 
model reached 100%. This suggests that the BN model 
has good predictive performance and has correctly clas-
sified the different features. Additionally, this model 
demonstrated a high degree of overall accuracy.

DISCUSSION
This study demonstrates the potential of using BN in 
epidemiological studies, specifically in CVD. The BN has 
set up the relationships between features using depen-
dency and conditional independence.23 In the structural 
learning, unique and interesting network structures have 
been obtained for BN model for male patients. In the BN 
model, the variables ethnicity, dyslipidaemia and smoking 
are d- separated of patient status feature by hypertension 
feature. The ‘d’ in d- separation stands for directional.26 
Therefore, if two variables are d- separated relative to a set 
of variables C in a DAG, then they are conditionally inde-
pendent on C in all probability distributions such a graph 
can represent. In general, two variables A and B are condi-
tionally independent on C if knowledge about A gives no 
extra information about B once knowledge of C is known. 
Considering the local Markov property of a node which 

Figure 1 Bayesian network for the study of features 
relationships among male patients.
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is each node is conditionally independent of its non- 
descendants,24 in this study for example given the parent 
of smoking feature, which is composed of ethnicity and 
taking into account the local Markov condition, smoking 
feature remains independent of its non- descendants. In 
other words, smoking feature is independent of all other 
variables except for hypertension, diabetes, cerebrovas-
cular disease, renal disease, Killip class and patient status 
features, respectively.

Based on the structure of a BN, a set of features with the 
strongest influence can be established by using the global 
Markov property which will be composed by the Markov 
blanket of this specific feature. The Markov blanket term 
was created by Judea Pearl in 1988 where the Markov 
blanket of a node A is the set consisting of the parents 
of A, the children of A and all the other nodes sharing 
a child with A sometimes known as spouses.10 All these 
nodes shield node A from the rest of the network.30 In 
this study, the focus is mainly on the patient status feature. 
Nevertheless, the BN gave a characterisation of the whole 
set of variables; for example, in the BN model for male 
patients, the Markov blanket for Killip class feature is 

given by MI history (parent), renal disease (parent), 
age (spouse) and patient status (child); with these 
four features, Killip class feature is independent of the 
remaining ones. Also, it could be used to find the combi-
nation of states which maximise or minimise a specific 
state of Killip class feature. Age is directly associated with 
chronic lung disease, family history of CVD and hyperten-
sion, whereas Killip class is associated with MI and renal 
disease. It is also noted that renal disease has further 
association with cerebrovascular disease and has a direct 
effect from hypertension.

Dyslipidaemia, smoking and age are associated to patient 
status through hypertension, diabetes mellitus and renal 
disease. In this situation, dyslipidaemia, smoking and age 
are said to have common effect on these three variables 
namely hypertension, diabetes mellitus and renal disease; 
once any of these three variables is removed, the connec-
tion thru this trail is broken. However, there is also other 
possible trail such as dyslipidaemia → MI → Killip class 
→ patient status. On the other hand, ethnicity, dyslipi-
daemia and hypertension have direct connection on 
diabetes. MI has caused PCI and chronic lung disease 
has caused cardiac catheterisation which also led to PCI. 
Ethnicity and age are known as root variables as they have 
no parents. A few studies among the Japanese popula-
tion state that renal disease and Killip class appear to be 
related, where acute renal diseases are associated with 
older age and Killip class II and higher.30–32 This trend 
is similarly observed in Malaysian STEMI male patients 
in this study. Also, another study suggests that renal 
disease occurred more frequently with increasing Killip 
class, which was then associated with increased in- hospital 
mortality.33 34

Additionally, other studies have stated that for Chinese 
and Danish populations, patients with renal insufficiency 
are older and more likely to have hypertension and have 
presented with a higher Killip class.35 36 In the Indian, 
Turkish and Arab populations, patients with a higher 
Killip class at the late age are more likely to have diabetes 
mellitus, hypertension and renal failure.37–40 This means, 
these previous studies are all in agreement with the results 
of this study, where four variables, namely age, hyper-
tension, renal disease and Killip class, are highly related 

Table 2 Expected values of probabilities for patient status 
feature conditional on combinations of its parent values, 
renal disease, Killip class and age features

Renal
Killip 
class Age

Patient 
status=Dead

Patient 
status=Alive

No I <65 0.0167 0.9833

Yes I <65 0.1277 0.8723

No II <65 0.0455 0.9545

Yes II <65 0.1080 0.8920

No III <65 0.1430 0.8570

Yes III <65 0.2740 0.7260

No IV <65 0.2836 0.7164

Yes IV <65 0.2864 0.7136

No I ≥65 0.0530 0.9470

Yes I ≥65 0.1887 0.8113

No II ≥65 0.0934 0.9066

Yes II ≥65 0.2241 0.7759

No III ≥65 0.3417 0.6583

Yes III ≥65 0.5000 0.5000

No IV ≥65 0.4559 0.5441

Yes IV ≥65 0.6988 0.3012

Table 3 Bayesian network model validation and 
performance measures

Performance measure BN model

AUC 0.9730

Sensitivity 1.0000

Specificity 0.8630

Accuracy 0.9583

Figure 2 Receiver operating characteristics curve of 
Bayesian network model for male patients.
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to each other. Also, a few studies in Korea, Spain and 
Malaysia have suggested that the strongest determinants 
of mortality among CVD patients appear to be Killip class 
and age of the patient.41–43 The findings of these previous 
studies are in agreement with the proposed BN model for 
male patients in this study where Killip class, renal disease 
and age group are found to be the most influencing vari-
ables and can be classified as the key outcome predictors 
in the BN model.

The difference of this approach with regard to other 
BN CVD studies in the literature is that we employed boot-
strap resampling approach which has helped to deter-
mine those features with great influence in each of the 
diagnostic features. As mentioned before, the bootstrap 
resampling approach is adopted in the model averaging. 
The advantage of adopting bootstrap approach on top of 
the structural learning is that it induces better structures 
from the data and produced a robust Markov blanket of 
a given node, thus confirming the stability of the aver-
aged network. Considering the local Markov property 
and the Markov blanket property, some features are opti-
mised. The results of this study are in accordance with 
other previous studies where model averaging is known 
to produce better predictive performance as opposed to 
a single, high- scoring BN.44 45 In addition, the bootstrap 
resampling approach applied in the model averaging is 
able to estimate the level of confidence or the strength 
of each arc. Although not shown, remarkably, in model 
averaging the results of the analysis did not change even 
though the threshold was lowered from 85% to 50%. This 
indicates that the results are not sensitive to the threshold 
value. The main advantage of BN in this study is the 
ability to represent the causal relationships. The graph-
ical model obtained is capable of displaying cause- effect 
relationships clearly and intuitively. The approach lever-
ages on visualisation to illustrate findings in data- driven 
analytics. Moreover, BN can be used for answering clinical 
questions based on unobserved evidence since the prob-
ability distributions can be automatically updated when 
new patient information is added in an appealing way.46 
However, it is worthwhile to note that this study used only 
complete cases. Further studies can be carried out to take 
into account of missing value. Another limitation of this 
study is it only includes in- hospital mortality.

CONCLUSION
In this study, BN analysis has been performed in order 
to produce an intuitive, interesting, graphical representa-
tion of the probabilistic causal dependencies and condi-
tional independencies between predictors and health 
outcomes of STEMI patients. As a result, the relationships 
between 16 features in the domain of CVD are obtained 
and illustrated in visual form. Age group, Killip class and 
renal disease are classified as the key outcome predic-
tors in BN model for male patients as they are the most 
influencing features and has shown to have direct effect 
on the outcome of patient status. In conclusion, BN is 

a graphical- based structure of a joint multivariate prob-
ability distribution which provides guidance to expert in 
making prognosis of patients by exploiting the relation-
ships between the variables.
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