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ABSTRACT This research paper presents an approach for recognizing motor imagery (MI) movements
through brain signals, which has essential applications in assisting people with mobility disorders. One of
the critical challenges in this field is that such individuals should be exposed to their surroundings with
the help of exact motion recognition. This article represents an algorithm where Fourier-based filters are
used for obtaining sub-bands of EEG signals for motion recognition and brain computer interface (BCI)
application. Specifically, we segment motor imagery signals into eight orthogonal Fourier intrinsic band
functions (FIBFs) and extract statistical feature matrices from each FIBF. We then propose a methodology
derived from the k-nearest neighbor (kNN) classifier which is also compared with state-of-the-art classifiers
like decision tree (DT), support vector machine (SVM), and naive Bayes (NB), to classify the extracted
features and to establish its outperforming nature. Our experimental results show that our proposed approach
achieves the highest classification accuracy of 96% and 84.03% with the kNN classifier on the BCI III IVa
and BCI IV 2a datasets, outperforming state-of-the-art methods. These results demonstrate the potential of
our approach in enabling accurate motion recognition and assisting people with mobility disorders.

INDEX TERMS Electroencephalography, motor imagery, brain–computer interface, k-nearest neighbour,
naïve Bayes, decision tree.

I. INTRODUCTION
Brain-computer interface (BCI) development commenced
about a century ago when Hans Berger unveiled the brain’s
electrical activity [1]. BCI is an essential component in the
biomedical research community and plays a crucial role
in health care. For people who are suffering from spinal
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cord injury (SCI), paralysis, or any other disorder related
to their mobility, BCI helps them in connecting with the
external environment. The primary goal of BCI is to use
brain-generated electrical signals to control the setting out-
side the brain [2]. To measure these signals, a non-invasive,
portable, low-cost, and high-temporal resolution technique
known as electroencephalography (EEG) is employed [3].
Among all the brain signals, sensory-motor rhythms in the
brain are responsible for motor-related activities. Motor
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imagery (MI) signals are the signals generated while
imagining the movement of limbs. MI-EEG is a prevalent
experimental paradigm of BCI, and its classification accuracy
needs to be improved as it can directly help people suffering
from a locked-in state, paralysis, and other mobility-related
health problem. The highly accurate and reliable system can
be turned into a potential model that can enable disabled
people to control external devices, such as prosthetic limbs,
wheelchairs, or computers, using only their thoughts. This
can improve their independence, communication, and quality
of life. The use of MI-EEG-based BCI systems comes with
several challenges, like extraction of the desired features
to improve classification accuracy, low signal-to-noise ratio
(SNR), and a low information transfer rate (ITR) [4].
Other prominent BCI paradigms are steady-state visual
evoked potential (SSVEP)-based BCI, P300-based speller,
and event-related potential (ERP) [5], [6], [7]. Artefacts
contaminate with these signals during recording, and a higher
magnitude of any of the artefacts corrupts the EEG signals.
These artefacts further complicate the recognition task and
can be discarded during preprocessing of the signal [8].
The crucial steps of the standard structure of EEG signal

processing are signal acquisition, feature extraction, and
classification. Feature selection and algorithm used in signal
processing are two essential modules for improving the
classification accuracy of MI data. Signal acquisition is the
first step for signal processing which may have artefacts
contaminated in the signal. Therefore denoising is required
for a clean EEG signal. Multi-scale principal component
analysis (MSPCA) is an effective technique for denoising
an EEG signal [9]. One of the effective feature extractors is
the Fourier transform. However, it suffers from the inability
to highlight the local spikes and significant sensitivity to
noise. These bottlenecks of the Fourier transform encouraged
the use of the short-time Fourier transform (STFT), where a
window function is introduced to deal with the non-stationary
behaviour of EEG signals [10]. However, this technique also
has a limitation of confused resolution with narrow and
wide window sizes. Wavelet transforms (WT) were also used
with different mother wavelets [11]. Here continuous and
discrete signals are analyzed with the help of the mother
wavelet, scaling factor, and shifting factor that overcomes
the disadvantages of STFT. Empirical mode decomposition
(EMD) is also used where different intrinsic mode functions
(IMFs) are used for the decomposition of the signal [12]. The
Fourier decomposition method (FDM) decomposes signal
in Fourier intrinsic bands (FIBFS), and each FIBF has a
feature vector matrix [13]. Multivariate variational mode
decomposition(MVMD) [14] is also used for extracting
multi-domain features. Synchro-squeezingwavelet transform
(SSWT) [15], Variational mode decomposition [16], and
Multivariate Empirical Wavelet Transform (MEWT) [17] are
also very popular and robust signal decomposition tech-
niques. Feature optimization and channel selection algorithm
was proposed by Jin et al. [18]. Later, the extracted features

are passed through various classifiers such as support vector
machine (SVM), k-nearest neighbour (kNN), decision tree
(DT), and naïve Bayes (NB) to analyze the performance of
the signal.

Zhou et al. [19] suggested an STFT-based approach for
feature extraction based on the bi-spectrum for the binary
class dataset. The authors used conventional second-order
features for promising results and suppressed Gaussian noise
using the bi-spectrum of the signal. Kervic and Subasi [20]
reported analysing binary class motor imagery data using
Denoising and segmentation techniques. A set of statistical
and higher-order features were used with the kNN classifier.
MSPCA was used for denoising, along with different seg-
mentation techniques such as wavelet packet decomposition
(WPD), EMD, and DWT. However, selecting the appropriate
number of decomposition levels was the limitation of this
method. Empirical wavelet transform (EWT) was suggested
for signal decomposition for the binary class dataset by
Sadiq et al. [21]. Here, selected channels were decomposed
into ten adaptive modes analyzed using the Hilbert transform
(HT) to obtain instantaneous amplitude and frequency. But
there was no explanation of the number of segmented
adaptive modes. Singhal et al. [22] used FDM to denoise
an electrocardiogram (ECG) signal. The authors removed
the ECG signal’s power line interference (PLI) and baseline
wander (BW). They compared the proposed methodology
with normalized sign least mean square (NSLMS), eigen-
value decomposition (EVD), modified recursive least square
(MRLS), and EMD-WT. Common spatial pattern (CSP)
was also among the MI application’s most popular feature
extraction techniques. Yongkoo et al. [23], Selim et al. [24],
Jin et al. [25] and wang et al. [26] used CSP for the
analysis of motor imagery signals. Singh et al. [27] used
regularized Riemannian features to analyze EEG signals.
Various differential evolution algorithms such as ant colony
optimization (ACO) and artificial bee colony (ABC) were
proposed by [28] for optimum feature selection. Along
with conventional techniques, deep learning-based and
transfer-learning approaches are trendy. Dokur et al. [29]
proposed a CNN-based classification of the motor-imagery
EEG signals. Their proposed CNN was designed to have
a reduced number of hyperparameters and yield higher
accuracy. Kant et al. [30], and Khedemi et al. [31] proposed
CNN-based architectures for recognising motor imagery sig-
nals. Researchers also converted EEG time series data into its
two-dimensional representation, and further processing was
performed. The author [32] utilised phase space dynamics for
interpreting EEG data, and then classification is performed
based on graphical features. Some recent works [33], [34]
presented spatial, temporal, and spectral feature extraction
on preprocessed data. One of the most recent approaches
for recognizing patterns in EEG data is graphical feature
extraction. Authors in [35] used a second-order differential
plot (SODP) for extracting graphical features for disease
detection. A method for developing subject-dependent and
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subject-independent BCI systems is considered in [36]
that employs improved empirical Fourier decomposition
(IEFD). However, these features must accurately represent
the complete information, as some information may get
lost in the pre-processing step. Hence, we have trained the
models on the raw MI EEG dataset in this paper. Proposed
model is based on an effective architecture that achieves
good performance formotion recognition, which outperforms
the many existing methods [17], [20]. This article proposes
feature extraction from raw EEG signals by segmenting them
into multiple FIBFs. As each FIBF contributes a feature
matrix set, this can result in large feature variability. We then
employ various classifiers, including k-nearest neighbour
(kNN), decision tree (DT), support vector machine (SVM),
and naive Bayes (NB), to classify the extracted features. This
results in better recognition of MI movements. Our main
contributions are as follows:

• We have considered dyadic cut-off frequencies for
decomposing MI-EEG signals since they exhibit signif-
icant information at lower frequencies.

• This is the first work considering Fourier-based filters
for obtaining sub-bands of EEG signals for BCI
application.

• The optimal feature set is derived for extracting
information from the sub-bands.

• We conduct an extensive ablation study of MI-EEG sig-
nal analysis using various machine learning algorithms,
numbers of channels, and FIBFs.

• The proposed framework is more accurate and efficient
than existing signal decomposition-based schemes pre-
sented in the literature.

The remaining paper is structured as follows: Section II
represents the materials and methodology used in the article.
This section explains the dataset, methods, extracted features,
classifiers, and evaluation metrics implemented in the model.
Section III explains the results and discussion of the article.
Finally, the article is concluded in section IV.

II. MATERIALS AND METHODOLOGY
In section II, Section II-A provides an analysis of the
proposed methodology. Section II-B explains about dataset
used for the methodology. All the information on extracted
features is discussed in section II-C, whereas subsection II-D
provides information on all the classifiers used in the
methodology. Finally, evaluation parameters are explained in
subsection II-E.

A. FOURIER DECOMPOSITION METHOD
FDM is a signal analysis technique that decomposes a signal
into a set of zero mean components called FIBFs with desired
cutoff frequencies. The FIBFs are intrinsic in the signal itself
and are complete, local, adaptive, and orthogonal [37]. The
signal e [m] is represented as [13]:

e [m] = a0 +

l∑
i=1

ai [m], (1)

where a0 is the mean value and ai[m] denote the FIBFs.
The block diagram representation of the FDM approach
utilizing a zero-phase filter bank [38] based on discrete
Fourier transform (DFT) is depicted in Fig.1. The ith filter’s
frequency response Pi[n] is given by:

Pi[n] =


1 for Ni−1 + 1 ≤ n ≤ Ni and
L − Ni ≤ n ≤ L − Ni−1 − 1
0 otherwise

(2)

where i = 1, 2, . . . , l, N0 = 0, Nl =
L
2 and L is length of the

signal. Using inverse DFT (IDFT) operation, the FIBF ai [m]
is obtained as:

ai [m] =

L−1∑
n=0

E [n]Pi [n] exp
(
j2πnm
L

)
(3)

with E [n] denoting the DFT of the signal, i.e.,

E [n] =
1
L

L−1∑
m=0

e [m] exp
(

−j2πnm
L

)
, 0 ≤ n ≤ L − 1 (4)

The FIBFs ai [m] can be used to build analytic FIBF (AFIBF)
representation [13] with instantaneous frequency wi [m] and
amplitude ci [m] always greater than zero, i.e., ai [m] +

jâi [m] = ci [m] exp (jφi[m]) with ci [m] , ωi [m] ≥ 0,
where âi [m] denotes the Hilbert transform of ai [m]. These
AFIBFs aremonocomponent signals, and the phase of AFIBF
is a monotonically increasing function, such that wi [m] is
approximated as:

wi[m] =

(
φi[m+ 1] − φi[m− 1]

2

)
≥ 0 (5)

FIGURE 1. Block diagram for FDM based on DFT.

FDM can be implemented using fast Fourier transform
(FFT), making it computationally more efficient. It also
provides us with a better estimation of time-frequency repre-
sentation. The TFE representation is beneficial for detecting
the dominant components present in the signal [39]. The
FIBF represents amplitude and frequency-modulated signals.
They correspond to various frequency components present in
the signal. With the help of decomposed FIBFs, it becomes
easy to identify the desired and useful signal components and
separate them from the undesired components of a signal.
The FIBFs that correspond to noise can be easily identified
and removed simultaneously. Singhal et al. [22] used FDM
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to remove BW and PLI from an ECG signal. When we
decompose the signal, the first component (0-0.5 Hz) is
eliminated as BW. Further, the component around 50 Hz
(49.5-50.5 Hz) corresponds to PLI and is also eliminated. The
remaining components comprise the clean EEG signal.

The pipeline of the suggested approach is illustrated in
Fig.2. The dataset (BCI III IVa) consists of two classes
of recorded EEG signals obtained from the imagination
of right-foot and right-hand movements. The EEG signal
is segmented using FDM into a set of eight orthogonal
components (FIBFs), considering uniform frequency bands.
A set of statistical and higher-order features are extracted
from each FIBF. The obtained feature matrices are passed
through various machine learning classifiers such as SVM,
kNN, DT, and NB for the classification of foot and right-hand
motion recognition. The following subsection describes the
suggested approach: the EEG dataset, feature extraction, and
a succinct overview of the evaluation metrics attained by
motion recognition classifiers.

B. DATASET
A machine running Windows 11 with an Intel(R) Core i5
8265 CPU operating at 1.80 GHz and 8 GB of RAMwas used
for this investigation. The proposed algorithm was designed
and tested in Matlab R2022a.

The BCI competition III dataset IVa is used in this
study [40]. This well-known database is accessible to the
public and has previously been utilized in several MI-BCI
investigations. The data consists of two motor imagery tasks,
foot, and right hand. Computer-assisted visual cues from
each class were presented to five individuals referred to as
‘‘aa’’, ‘‘al’’, ‘‘av’’, ‘‘aw’’, and ‘‘ay’’ for 3.5 seconds each.
The timing diagram of the applied paradigm is shown in
Fig.3. The international 10-20 system was used to record
data at 1000 Hz utilizing 118 channels, and later on, the
signal was down-sampled at 100 Hz. Therefore, as a result,
we acquire a data matrix of 350*118 for each EEG segment
of an individual class utilized for every subject. EEG data
from five subjects are categorized into training and testing
data. Out of 280 recorded trials, 140 belong to the foot, and
the other 140 belong to the right hand. The class’s original
data length is 298458 × 118, 283574 × 118, 283042 ×

118,282838× 118, and 283562× 118, respectively, for both
classes of the subjects ‘‘aa,’’ ‘‘al,’’ ‘‘av,’’ ‘‘aw,’’ and ‘‘ay’’. The
labeled number of trials for the right foot and right hand for
the ‘‘aa’’ subject is 88 and 80, labeled data for both the classes
for ‘‘al’’ is 112 and for the ‘‘av’’ subject is 42, for the ‘‘aw’’
subject is 26 and 30, and for the ‘‘ay’’ subject is 10 and 18.
There are total samples of hand and foot are 98700 and 97300.
Out of which we have used 80% of the data for training the
models and 20% of the data for testing their performance.
We have performed 5-fold cross-validation on this. As we
have chosen 20 channels for our analysis.Therefore, as a
result, we acquire a data matrix of 98700*20 and 97300*20
for an individual class with segmentation of 350 samples.

The most widely adopted dataset for classifying multiclass
MI is BCI IV2a [41], which includes 22 EEG channels
and 3 EOG channels. This dataset considered the brain
activity of 9 people while they imagined four distinct tasks:
left hand (LH), right hand (RH), feet (F), and tongue (T)
movements. A total of 288 trials were conducted on all the
subjects. The sampling frequency for this dataset is 250 Hz.
Though the dataset is recorded for 6 seconds, the motor
imagery task is performed between 2-6 seconds. Therefore,
as a result, we acquire a data matrix of 1000*22 for each EEG
segment of an individual class.

C. FEATURE EXTRACTION
FDM represents signal into a set of FIBFs. However, each
FIBF will provide a set of features that are subsequently uti-
lizedÂ for classification. In signals, these features represent
important information. As a result, we have utilized these five
statistical features in our article.

Mean of signals the absolute value of each FIBF. A bit of
information from each observation in a dataset is contained
in the mean, which is why it is significant.

µ =
1
M

M∑
j=1

∣∣ej∣∣ (6)

Average power of signals in every FIBF. It aids in
determining if a survey or experiment result is authentic and
noteworthy or just a random outcome.

Pe =

√√√√√ 1
L

L∑
j=1

e2j (7)

Standard deviation of signals in every FIBF. Standard devia-
tion is significant because it helps comprehendmeasurements
when data is diversified.

σ =

√√√√√ 1
L

L∑
j=1

(ej − µ)2 (8)

Kurtosis of signals in every FIBF. It is a higher-order
statistics feature that describes the spread and height of
normal distribution.

Ku =

√√√√√ 1
L

L∑
j=1

(
ej − µ

)4
σ 4 (9)

Skewness of signals in every FIBF. This higher-order
statistical feature also describes an asymmetric distribution
around the mean.

Sk =

√√√√√ 1
L

L∑
j=1

(
ej − µ

)3
σ 3 (10)
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FIGURE 2. Pipeline of the suggested approach.

FIGURE 3. Timing of the applied paradigm.

D. CLASSIFICATION
Several classifiers, including SVM, kNN, DT, and NB, are
introduced in the subsection to classify motion recognition
of the foot and right hand.

1) SUPPORT VECTOR MACHINE (SVM)
SVM is one of the classic algorithms for classifying various
data points. Data points, also known as support vectors, are
categorized using this method. The kernel function such as
radial, polynomial, radial-integral, and linear are used to
design a hyperplane for the support vector. A plane that
crosses the centre of the data points is known as a hyperplane
that produces the correct separation class for the data set.
The maximum margin will be in the region enclosed by the
hyperplane. The separating hyperplane and the slab’s edge are
closest to the support vectors of groups +1 and −1. Using
the appropriate techniques for recognizing support vectors,
the margin may be increased to the fullest extent [42]. [43].
Radial basis functions (RBF) kernel was employed in this
study.

2) K-NEAREST NEIGHBOUR (KNN)
kNN is a nonlinear classifier employed in the process
of classification. This kind of classifier offers reliable
performance for the binary class issue and does not require

training [44]. Here, the data points are compared with already
trained data sets. The data points are classified by the
maximum number of nearest neighbours (k). The smaller
value of k increases the sensitivity to noise, whereas a larger
value increases the computational complexity. First, two-
thirds of the entire data are trained, and the final third is tested
for the best outcomes. When we need to classify the new
data, its distance is measured with neighbours based on the
nearness of the data, and the calculated distance is compared
with the trained data. Euclidean and Mahalanobis distance
metrics are adopted for achieving the best results [45]. Then
accordingly, it is labelled in the classes [46].

3) DECISION TREE (DT)
The decision tree is a classification and regression tool. The
structure resembles a tree, with each node representing a test
performed on the data, each branch for the test’s result, and
the leaf node for the class label of the data. The top decision
node is the root node. There are two basic types of algorithms
for constructing a decision tree that is Iterative Dichotomiser
3(ID3) and collection regression tree (CART) [47].

4) NAÏVE BAYES(NB)
A naive Bayes classifier refers to a group of classification
techniques centred on the Bayes theorem. Here, every
algorithm is predicated on the notion that each pair of
classified characteristics is independent of the others. The
feature matrix and the response vector are the two critical
components of the dataset. Each row in the dataset’s feature
matrix is a vector, and each vector’s value corresponds to a
dependent feature’s value. Every row of the feature matrix
is represented in the response vector by a value for the
classification [48].

E. EVALUATION METRICS
System performance can be assessed using a variety of per-
formance metrics, such as accuracy, sensitivity, specificity,
etc. A true positive (TP) correctly determines the presence
of a condition or characteristic. A false positive (FP) claims
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erroneously that a condition or characteristic exists.TN is one
that accurately identifies the absence of a condition or trait.
FN claims erroneously that a condition or characteristic does
not exist [49], [50]. In Fig.4, the confusion matrix for the
binary class is depicted.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(11)

Senstivity =
TP

TP+ FN
(12)

Specificity =
TN

TN + FP
(13)

Precision =
TP

TP+ FP
(14)

F − measure =
2TP

FN + FP+ 2TP
(15)

FIGURE 4. Confusion matrix.

III. RESULTS AND DISCUSSION
In this work, all five subjects have different numbers of
samples for foot and right-hand motion detection. The FDM
method segments whole data into a multiple of 350 samples.
We are computing 5 features from every FIBF, giving a total
of 40 features considering 8 FIBFs. Further, the dataset is
divided into train and test data in the ratio 80:20. The feature
selection has not been performed based on performance on
the test set. However, the performance on the training set
is critical in selecting the optimal features for input to the
classifier [20].

Figure 5 demonstrates that the classification accuracy
achieved by several classifiers, such as SVM, kNN, decision
trees, and naive Bayes, is 88.7%, 96%, 93.1%, and 85.8%,
respectively. Therefore, it is evident that with kNN classifier
maximum accuracy of 96% is achieved. Fig.5 illustrates that
the kNN classifier performs best for 8 FIBFs and 20 channels
compared to other classifiers.

The existing works of MI-EEG recognition majorly
employ EMD and Wavelet-based approaches, which suffer
from respective shortcomings: EMD lacks a rigorous the-
oretical foundation, whereas the choice of mother wavelet
is highly data-dependent. Besides, EMD also suffers from
end effects and the mode-mixing problem of IMFs. The pro-
posed approach, devised from FDM and FIBFs, overcomes
these limitations and provides a well-justified distinguishing
feature vector to attain high classification accuracy. Table 1

FIGURE 5. A comparative analysis of performance metrics for different
classifiers.

illustrates the comparative analysis of these decomposition
techniques using the kNN classifier. Wavelet decomposition
(WD) technique achieved an average classification accuracy
of 82.86% where Daubechies wavelet is used with 3 decom-
position levels. An average accuracy of 87.24%was achieved
using EMD and FDM achieved the highest classification
accuracy of 96% among all the techniques.

TABLE 1. Comparison of different decomposition techniques using kNN
classifier.

For BCI applications, tam et al. [51] had suggested
that 8-36 channels are adequate to achieve a classification
accuracy of 90%. Therefore, we have selected 20 channels
from the motor cortex and supplementary motor cortex area
based on a 10-20 electrode placement methodology [52].
The performance of the proposed technique depends on the
number of FIBFs chosen. Fig 6. shows the performance
of the kNN classifier using a different number of FIBFs.
We achieved an accuracy of 93.1% for 6 FIBFs, 96%
for 8 FIBFs, 84.8% for 10 FIBFs, 95.4% for 12 FIBFs,
and 88.8% for 16 FIBFs. The suggested approach provides
a maximum accuracy of 96% for 8 FIBFs. Consequently,
we used 20 channels and 8 FIBFs.

Table 2 demonstrates the evaluation parameter using a kNN
classifier with 8 FIBFs and 20 channels that provide the
best average evaluation parameters such as accuracy of 96%,
specificity of 95.68%, a sensitivity of 96.36%, a precision
of 95.6% and F-1 score of 0.96. Three subjects among five
have attained an accuracy of 100%, whereas the other two
are above 80%.

Figure 9 illustrates the confusion matrix for each subject.
For subject ‘‘aa’’ all the foot samples were correctly
identified, whereas only 1 sample of the right hand is wrongly
identified as a foot. The accuracy attained by subject ‘‘aa’’
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FIGURE 6. Variation in performance with the change in the number of
FIBFs.

TABLE 2. Evaluation parameters for all the subjects.

is 98% as shown in Fig.7 (a). In Fig. 7 (b), six samples
were wrongly identified for both the classes as the right
hand and foot and achieved an accuracy of 82%. For subjects
‘‘av’’, ‘‘aw’’, and ‘‘ay’’, an accuracy of 100% is achieved as
demonstrated in Fig. 7 (c), 7 (d), 7 (e).

The multiclass dataset’s confusion matrix is depicted in
Fig.8. Out of a total of 170 samples, 138 samples of LH were
accurately classified as LH, which constitutes 20% of the
entire LH dataset. On the other hand, there were 15 instances
of RH misclassified, 12 samples of F incorrectly classified,
and 5 samples of T misclassified. The proposed methodology
accurately identified 142 samples of RH, 135 samples of
F, and 164 samples of T out of 173 samples of each class.
Table 3 displays the performance measures computed from
the confusion matrix whereas the classification accuracy for
individual subject is shown in table 4.

For a limited sample set, Kervic et al. implemented
MSPCA with WPD and classified it using kNN [20]. Here,
the authors have ablated a set of features and achieved
an accuracy of 92.8%. Sadiq et al. [21] proposed EWT
for 18 channels only and achieved an accuracy of 95.2%.
Yongkoo et al. [23], suggested an approach where locally
generated CSP features centered at each channel are extracted
from EEG data, and with these features, an accuracy of
84.4% is achieved. Selim et al. [24] discussed CSP on
nine bands over a selected time interval. Later, extracted
features are passed through optimized SVM and achieved
an accuracy of 85.01%. For a fair comparison, the proposed
approach by Dokur and Olmez [29] is only compared
against the results of the no transformation stage (NTS) and

non-augmented (NA). The authors achieved a classification
accuracy of 73.4%, whereas the proposed approach yields a
classification accuracy of 98.5%. Belwafi et al. [53] proposed
dynamic filtering using the weight overlap-add (WOLA)
algorithm. Then, based on spatial features EEG signal is
classified using LDA. An enhanced version of LDA is
proposed by Zhang et al. [54]. In this, the decision boundary
is decided by z-score using mean and std. deviation. The
proposed decision boundary definition strategy attains an
accuracy of 81.1%. Dai et al. [55] suggested an approach with
transfer kernel CSP.

The authors improved the model’s performance by the
learning domain-independent kernel and obtained a classifi-
cation accuracy of 81.14%. Jin et al. [56], Rashid et al. [57],
and Murguia et al. [58] extracted features using CSP
and achieved an accuracy of 87.3%, 93.6%, and 74.9%
respectively. Sadiq et al. [59] suggested 2-D modelling
using EWT and attained a classification accuracy of 95.3%.
Table 2 shows the classification accuracy of the proposed
methodology along with other methodologies. Therefore,
the proposed methodology achieves the highest accuracy
among all the other methodologies. Out of five subjects, three
subjects achieved 100% accuracy.

TABLE 3. Performance evaluation of multiclass dataset for each class.

TABLE 4. Classification accuracy obtained for individual subjects.

Sakhavi et al. [60] proposed a three-layer CNN model
to classify filter bank common spatial pattern (FBCSP)
features and attained an accuracy of 74%. Xu et al. [65]
suggested narrow FBCSP (NFBCSP) technique for optimum
features and attained a classification accuracy of 76.8%.
Lu et al. [61] suggested a hybrid approach with CNN and
LSTM and achieved a classification accuracy of 76.6%.
A bidirectional GRU network was proposed by Qiao and
Bi et al. [62] and obtained a classification accuracy of
76.62%. Riyad et al. [63] proposed a pre trained EEGnet with
which the author achieved an accuracy of 74%. Liao et al. [64]
converted EEG data into an image and used 2D representation
with shallow CNN to achieve a classification accuracy of
74.6%. Our results are on par with state-of-the-art methods
that employ deep learning on MI recognition tasks by
converting the 1-dimensional (1D) data into 2-dimensional
(2D) images. Our proposed method offers the advantage of
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FIGURE 7. Confusion matrix using kNN classifier for (a) ‘‘aa’’ subject (b) ‘‘al’’ subject (c) ‘‘av’’ subject (d) ‘‘aw’’ subject (e) ‘‘ay’’ subject.

FIGURE 8. Confusion matrix using kNN classifier for multiclass dataset.

reduced computational complexity by directly applying FDM
methodology on the raw EEG data (1D data). This makes
our approach more efficient. The comparison is shown in
table 6. It is worth specifying here that the proposed approach

TABLE 5. Comparison of proposed techniques with state-of-the-art
techniques for binary class dataset.

achieves the binary classification accuracy of 96% without
any preprocessing techniques, which is contrary to various
related works. Concurrently, the model achieves comparable
accuracy of 84.03% for the multiclass classification problem,
which asserts its effectiveness in a generalized scenario since
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TABLE 6. Comparison of proposed techniques with state-of-the-art
techniques for multiclass dataset.

the proposed approach is validated on two different datasets
of different sampling frequencies.

IV. CONCLUSION
This article proposes a method for motion recognition
of the left hand, right hand, foot, and tongue from MI
EEG data. In the proposed method, segmentation of EEG
data is performed using FDM and is classified using a
machine learning classifier. The results reveal that with this
publically available dataset, left-hand, right-hand foot, and
tongue motions are correctly recognized using FDM. In the
study, FDM segments the data, and extracted features from
segmented data are fed to variousmachine learning classifiers
such as SVM, kNN,DT, andNB.With an accuracy of 96% for
binary and 84.03% formulticlass, kNN classifier outperforms
all others in terms of performance.

Our future research endeavors will focus on collecting a
diverse dataset and leveraging advanced training techniques
to improve the generalization capabilities of our machine
learning models. We will also explore the use of deep
features using 1-Dimensional CNN along with FDM-based
features and their fusion at different levels to get better
performance. This diverse dataset will be used to train our
models, enhancing their ability to generalize across various
applications. The goal is to develop models that can adapt
and perform reliably in real-world scenarios, ensuring their
practical utility and robustness.
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