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ABSTRACT Haze is a major problem in China’s air pollution, which not only hinders economic
development, but also causes harm to people’s health. PM2.5 (fine particulate matter) is the primary
cause of haze. Therefore, the timely prevention and control of haze benefit the precise forecast of
PM2.5 concentration. Air quality has high-dimensional, non-linear and complex characteristics. In this paper,
a modified hybrid deep learningmodel is proposed under the framework of transfer learning, which can solve
the problem of air quality prediction in the case of sparse data. The research focuses on solving the problem
of inadequate feature extraction in existing studies, and and predicts PM2.5 concentration at multiple sites.
In the domain of adaptive extraction of air pollutant characteristics, long and short-term neural networks
and multi-layer perceptron are used to realize the long-term dependence and nonlinear transformation of
features, respectively. The learned features can be shared by PM2.5 prediction tasks at multiple sites. The
channel and spatial attention mechanisms are added to extract the key information in the representation
target. In the whole network, the residual neural unit is used to increase the depth of the network and improve
prediction accuracy. This paper discusses the experimental results in Beijing dataset from 2013 to 2017 and
Hengshui dataset from 2020 to 2022. Based on the findings, it shows that compared with the classical deep
learning models, hybrid deep learning models and the most recent transfer learning approaches, the network
can obtain higher accuracy and better robustness, especially for the prediction of sites with sparse data. The
RMSE value of TL-Modified compared with TL-LSTM and TL-CNN-LSTM models decreased by 38 %,
16.5% and 25.6 % at different sites, respectively.

INDEX TERMS PM2.5, hybrid deep learning, domain adaption, feature extraction.

I. INTRODUCTION
The rapid development of the economy has brought about
the improvement of people’s material level, but also caused
a series of air pollution. As a developing country, China
is facing environmental pollution problems, especially in
the special geographical location of Beijing-Hebei region,

The associate editor coordinating the review of this manuscript and

approving it for publication was Dost Muhammad Khan .

which has become the ‘hardest hit’ of air pollution [1], [2].
The main air quality pollutants in these areas are NO2, SO2,
O3,CO, PM10 and PM2.5, among which PM2.5 is the
main pollutant [3]. The state and community have developed
several strategies in recent years to reduce air pollution. For
instance, the use of clean energy for winter heating in the
north has replaced soot, and the overall quality of the air has
progressively improved. However, the problem of particulate
pollution remains serious, mainly caused by PM2.5. PM2.5 is
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the main reason for the formation of haze, resulting in low
atmospheric visibility, which not only affects normal travel,
but also endangers people’s health. The number of deaths
related to PM2.5 exposure in central and eastern China
increases gradually from 2000 to 2010, so PM2.5 is an impor-
tant factor causing deaths [4]. Therefore, if we can accurately
predict the changing trend of PM2.5 concentration, it can
reduce people’s excessive exposure to pollution and has
important guiding significance for air pollution control.

Many researchers employ statistical methods to identify
variations in PM2.5 concentration. In the study of major
formative factors, factor analysis is used to determine the
sources of PM2.5 in the capital area of Seoul, and five
sources are explained. Among them, coal combustion is the
primary cause of PM2.5 production [5]. When examining
the relationship between PM2.5 and other components,
carbon monoxide (CO) is the pollutant highly correlated
with PM2.5 in Hefei, Anhui Province, which is studied by
Pearson correlation [6]. In addition, the maximum covariance
analysisÂ (MCA) coupled model [7] is applied to analyze
the temporal and spatial correlation of PM2.5, and it is found
that PM2.5 and sulfur dioxide (SO2) have a strong correlation
in Northern China. The conventional statistical method
autoregressive integrated moving average model (ARIMA)
is frequently utilized in the prediction of PM2.5. When wind,
temperature and other factors are added, the hybrid statistical
model using ARIMA andmultiple linear regression has better
prediction accuracy than a single model [8]. Although the
statistical model’s accuracy in predicting PM2.5 over a short
time frame is good, it is necessary to fully consider the
diffusion mechanism of pollution sources, meteorological
conditions and other factors, and the modeling are relatively
complex.

There are also many researches on the trend prediction of
PM2.5 concentration over time-based on machine learning,
in which the support vector (SVM) appears more frequently.
In [9], [10], and [11], the incremental support vector
regression model based on time and space, SVMmodel based
on nonlinear features, and the hybrid model of polynomial
regression and support vector machine are proposed to
predict PM2.5 concentration. The prediction outcomes are
close to the actual value, but preprocessing and extracting
characteristics before prediction requires a great deal of
time, and the data processing methods are aimed at their
own specific models, so the generalization ability of these
models is insufficient. In addition, algorithms such as neural
networks and random forests are also commonly used to
predict PM2.5. In [12], the neural network is improved and
the genetic algorithm is added to optimize the network,
while in [13], the random forest and integrated neural
networks are combined to predict PM2.5. These methods
ultimately improve the prediction accuracy of the model,
but the machine learning model can only capture the local
spatial correlation between adjacent nodes, and there are still
limitations for multi-scale and high-latitude air quality spatial
data analysis. Researchers are gradually developing hybrid

algorithms, such as ANFIS-GBO, SVR-SAMOA, and ELM-
CRFOA, that integrate intelligent algorithms with machine
learning algorithms to address the weaknesses of machine
learning algorithms [14], [15], [16].

The deep learning model has more advantages in dealing
with a huge amount of data and more complex nonlinear
and non-stationary time series air quality data than the
prior statistical model and machine learning model. It can
automatically extract air quality features. In particular, the
emergence of a recurrent neural network [17] enables the
model to selectively memorize effective information from
time series for prediction. Abbad et al. [18] suggest that the
convolutional and long and short hybrid neural networks
model (CNN-LSTM) is superior to the single model for
PM2.5 prediction, but that the peak value prediction still
has to be improved, which calls for the aid of the attention
mechanism. Due to the hybrid deep learning model’s
increased complexity, there are more parameters, a longer
training period, and a greater requirement for data. There
are fewer data for the recently created air quality monitoring
station, making it challenging to predict PM2.5. The transfer
learning model can address the issue of limited data and
expedite the parameter setting of the deep learning model.
It has been widely used in the field of machine learning
vision, but there are still few studies in the time series
processing of air quality.

Aiming at the problems of data scarcity and poor
performance of feature extraction in transfer learning models,
we establish a modifeid hybrid deep learning model under
the framework of transfer learning for PM2.5 prediction at
multiple sites. The following sections make up the bulk of the
paper. The first is the research motivation of model improve-
ment. Then, this paper presents the related definitions and
symbols under the transfer learning framework. We describe
our research framework and detail out the modified feature
extraction method. Next, we perform the comparison results
of PM2.5 prediction experiments in Beijing and Hengshui
data sets. In this paper, we also measure the validity of the
model and further validated by the interpretability analysis
of the attention mechanism. This paper presents the research
findings, and possible future research directions.

II. RESEARCH MOTIVATION
Deep learning techniques, including recurrent neural net-
works (RNN) [19] and delay neural networks (TDNN) [20],
are particularly popular in the prediction of air pollution
concentration because they can extract complex and dif-
ficult abstract knowledge and low-dimensional elements
from very vast high-dimensional data sets. In view of the
strong long-term learning ability of LSTM (long-short-term
memory), LSTME (consisting of two layers of LSTM and
one fully linked layer) [21] is employed to forecast PM2.5 in
Beijing and its MAPE (%) value is 14.94 % less than
TDNN. The gate recurrent unit (GRU) model with a simpler
structure can avoid the information redundancy caused by too
many parameters, and achieves better prediction results than
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LSTM in the PM2.5 prediction of three cities [22]. Besides,
combined with the integrated learning method, remarkable
prediction results are achieved. However, the prediction
results of deep learning are easy to change greatly due to site
changes or data changes [23]. If the amount of data rises,
the GRU model’s performance may not always be superior
to the LSTM model. Through literature research, just a small
number of academics apply a single deep learning model to
predict time series, while the majority of researchers choose
to utilize a hybrid deep learning model that incorporates
the properties of time series data. In [24], combining the
advantages of LSTM’s time feature extraction and CNN’s
spatial feature extraction, the prediction of various types of
data has achieved better prediction results than that of a single
model. The attention mechanism is added to CNN-LSTM to
capture the significance of various feature states over time,
and the prediction effect is enhanced [25].
Although the hybrid deep learning network has a good

prediction effect, it needs to adjust parameters and a large
number of training data for network training. The absence
of data on the recently built air quality monitoring sites also
contribute to the low training effect. The transfer learning
method uses the rich data sets of other non-target sites or
the trained model for auxiliary training, which overcomes
the problems mentioned above and can achieve better
prediction results. From the perspective of different migration
methods, Ma et al. [26] use a fine-tuning transfer learning
method based on LSTM and stacked bidirectional long
and short-term memory (Stacked BLSTM), and Fong et al.
predicted air pollution in Macau using a pre-training
method [27]. According to the different migration targets,
many methods are proposed. Ma and Cheng et al., aiming
at missing data, propose an iterative estimation based on
transferring long short-term memory (TLSTM-IE) [28].
Lv et al. [29] adopt the regression algorithm to transfer
air quality data from urban areas to non-urban areas.
Dhole et al. collect the knowledge learned from the source
domain data of multiple Beijing sites into a target site for
prediction [30]. Despite some achievements that have been
made in air quality transfer learning prediction, thesemethods
use machine learning methods or simple deep learning
modules in feature extraction, which cannot effectively
extract feature representations of different dimensions of air
quality.

In hopes of efficiently extracting the complex components
of air quality data from various locations, this research
proposes the attention mechanism module to develop a
modified hybrid deep learning network structure depending
on domain adaptation. The innovations in model structure are
mostly comprised of the following elements:

1) The nonlinear complicated air pollutant features can be
extracted using the cyclic neural network with strong
memory and multi-layer perceptron with nonlinear
feature conversion ability.

2) The residual module is adopted to deepen the depth
of the network, and the attention mechanism is added,

which ameliorates the unstable prediction effect of the
deep learning model.

3) Multi-task learning is instrumental in narrowing the
distribution differences in air quality characteristics at
different stations, reducing the scale of overall model
parameters, and improving the prediction effect of the
model.

4) We construct the hybrid deep learning predictionmodel
is driven by transfer learning to adapt to the multi-
scale spatio-temporal characteristics. The model’s
PM2.5 forecast precision is superior to that of the
baseline methods, which can provide police decisions
for the prevention and control of PM2.5 pollution in a
large range of areas.

III. RELEVANT DEFINITIONS AND SYMBOLS
In this section, the relevant definitions of transfer learning
are introduced. Besides, the symbols used in this study are
listed to provide explanations for the subsequent research on
multi-task domain adaptive transfer learning strategies.

1) DEFINITION OF TRANSFER LEARNING
Given the source domain Ds and learning task Ts, target
domainDt and learning task Tt , the goal of transfer learning is
to reduce the generalization error of target domain prediction
model ft (x) under the condition of Ds ̸= Dt or Ts = Tt by
acquiring the knowledge of the source domain and learning
task [31].

2) DEFINITION OF DOMAIN ADAPTION
The feature space X and label space Y are the same, but
the probability distribution is different, that is Ps(x, y) ̸=
Pt (x, y). This scenario is called domain adaptation.

3) DEFINITION OF MULTI-TASK LEARNING
Zhuang et al. extend the above definition of trans-
fer learning and apply

{(
Di
s, T i

t
)
| i = 1, 2, · · · ,ms

}
and{(

Di
s, T i

t
)
| i = 1, 2, · · · ,mt

}
to denote (Dt , Tt ) and (Ds, Ts)

respectively, where ms,mt ∈ N+, so the new definition
covers the case of multi-task transfer learning. mt indicates
the number of tasks for transfer learning [32]. When mt = 1,
this scenario is single task learning. If mt ≥ 2, it is multi-
task learning. In this paper, air quality data from three sites
are predicted at the same time, so mt = 3. The symbol
X denotes feature space of domain D. X 1

s ,X 2
s ,X 3

s and
X 1
t ,X 2

t ,X 3
t depict the feature spaces of the source domain

and the target domain, respectively. X =
{
x | x lji ∈ X , i =

1, 2, · · · , n; l = 1, 2, 3; j = 1, 2, · · · ,m
}
denotes n sample

sets of l tasks that has j features, where x is the feature of data,
so the three task features of the source domain and the target
domain are (x ljsi(T ), x

lj
ti (T )) as the inputs of proposed method

at time T . The task T l label space Y lsi,Y
l
ti and the prediction

model ft (x
lj
si, x

lj
ti ), thatÂ is, T l

=
{
(Y lsi,Y

l
ti), ft (x

lj
si, x

lj
ti )
}
.

From the statistical theory of view, the forecasting function
f (x ljsi, x

lj
ti ) is expressed as f (x ljsi, x

lj
ti ) = P(Y | X ), where
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FIGURE 1. Multi-task domain adaptive PM2.5 prediction framework.

Y =
{
y1, y2, · · · , yn

}
∈ Y. At time T + 1, the predicted

result of PM2.5 is Ỹ 1
t , Ỹ 2

t , Ỹ 3
t as outputs.

IV. RESEARCH FRAMEWORK OF PM2.5 PREDICTION
BASED ON TRANSFER LEARNING
High dimension, nonlinearity, multi-channel, and spatiotem-
poral correlation are properties of the air quality time series
data. Therefore, the research on air quality prediction is much
more complex, especially when the establishment of a new
air quality monitoring site does not have enough data, and
the prediction effect of deep learning algorithms in this area
is very poor. In addition, the characteristics of air quality data
at different sites are similar, and there are also differences
between data due to geographical location, climate and
different sources of pollution in local areas. Because of
the above problems, this paper introduces the migration
learning strategy of multi-task domain adaptation to predict
the air quality of the three stations synchronously (as shown
in Fig. 1). The model can transfer existing knowledge to
new sites and effectively address the issue of data scarcity.
Moreover, when Multitasking prediction is carried out,
the distribution difference of air quality characteristics of
different sites is reduced, and the scale of overall model
parameters is reduced, making PM2.5 prediction more
efficient.

Data from different sites in the city to be predicted are
used as the target domain Dt , and monitoring data from
multiple sites of urban air quality to be migrated are used as
the source domain Ds. A domain adaptation transfer model
is established for l tasks to realize the shared parameters
of multiple tasks. The training phase and the testing phase
comprises the entirety of the model. There are three primary
components to the training phase: shared feature extraction,

feature domain adaptation, and label prediction. The l tasks
are input into the network structure together to extract
features. In this study, l = 3, the input n sample data at time T
is (x ljsi(T ), x

lj
ti (T )), and the output is Ỹ

1
t , Ỹ 2

t , Ỹ 3
t at time T + 1.

In the modified feature extraction part, an attention-based
long-short-term memory(LSTM) [33] network is proposed to
extract both long-term as well as short-term characteristics,
and more effective features are extracted from time and space
by attention module. The multi-layer perceptron (MLP) [34]
is introduced to transform features from data dimension,
and the residual block [35] is used to prevent gradient
disappearance. Feature domain adaptation maps the features
of multiple tasks in two domains to the same subspace by
using the maximum mean difference (MMD) [36] method
based on statistical criteria to learn the common feature
representation and reduce the distribution difference between
them. In addition, the regression prediction loss of multiple
site labels in the source domain is measured by mean square
error (MSE) loss [37], [38]. Two losses are combined as the
total forecast loss.

With global climate warming, the air quality time series
data changes every day, and noise points are easy to appear
in the prediction task. When the error back propagation [39]
is used to optimize the parameters, the adaptive moment
estimation (Adam) algorithm [40] is adopted to efficiently
search the parameter space, which can dynamically adjust
the learning rate and is ideal for handling the air quality
prediction problem with high noise. At the same time,
multiple tasks can interact with each other when training
together. Sometimes, adding noise to an additional output of
the back propagation network can improve the generalization
ability of the model. When the model enters the test
phase after training, feature extraction and label prediction
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FIGURE 2. The network structure of the modified hybrid deep learning feature extraction method.

complete the regression prediction task of multiple air quality
monitoring sites. The following is a detailed introduction to
each part of the model.

V. MODIFIED SHARED FEATURE EXTRACTION METHOD
When dealing with data-scarce air quality prediction tasks,
the main challenge of transfer learning is that domain
adaptation requires deep neural networks to learn the data
feature representation of different domains, especially the
simultaneous prediction of multiple sites, which puts forward
higher requirements for the generalization ability of the
network. This part proposes a modified hybrid deep learning
feature extraction method, see Fig.2, to extract potential
features to complete the target domain’s and the source
domain’s distribution adaption. Firstly, LSTM is used to
learn the correlation of time in the sequence, and then MLP
utilizes a multi-layer network and nonlinear transformation
of features to complete the automatic cross combination of
features to form higher-order features, but there is still a
problem of insufficient spatial information extraction ability.
Next, the spatiotemporal attention mechanism [41] is applied
to capture the spacio-temporal characteristics of the time
series. The residual modules are incorporated into the entire
network architecture to keep the gradient from vanishing.
Finally, the extraction of complex, high dimensional and
nonlinear air quality features are realized.

A. NEURAL NETWORKS FOR SHORT AND LONG TERM
MEMORY
The air quality prediction process is a time-dependent
dynamic process, and its state is not only related to the
current pollutant concentration value, but also related to
the historical time value. In this part, a single LSTM [33]

network is used to learn the long-term time dependence in
historical sequence data. The n-dimensional data of source
domain and target domain are respectively input into the
network at time T after processing. The values of input
gate i′(T ), forgetting gate f (T ) output gate o(T ) of LSTM
is calculated by the fully connected layer with Sigmoid
activation function δ, and the number of neurons in the hidden
layer hT−1is k.

[
hT−1, x

lj
i (T )

]
is the concatenation and fusion

of the hidden layer information of the previous sequence and
the input information of the current sequence. We can get
the formulas (1)-(3):

f (T ) = δ
(
Whf

[
hT−1, x

lj
i (T )

]
+ bf

)
, (1)

i′(T ) = δ
(
Whi′

[
hT−1, x

lj
i (T )

]
+ bi′

)
, (2)

o(T ) = δ
(
Who

[
hT−1, x

lj
i (T )

]
+ b0

)
, (3)

whereWhf ,Whi,Who ∈ R(k+m)×k , bf , bi, bo ∈ Rk .

The forgetting gate selects the historical information of the
previous moment and determines the balance of the retention
of the internal cell state CT−1 of the long-term information.
The input gate, which establishes the amount of candidate
cell state C̃T information, is used to calculate CT . Thus,
the memory cell state c(T ) is achieved at time T , which is
formula (4).

c(T ) = f (T )⊙ CT−1 + i′(T )⊙ C̃T , (4)

where C̃T = tanh(Whc[ht−1, x
lj
i (T ) + bc]),Whc ∈

R(k+m)×k , bc ∈ Rk . ⊙ is Hadamard product [42]. The
output gate takes the current moment input information
and the updated memory cell state together as the current
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FIGURE 3. The network structure of attention mechanism.

moment output (5)

hT = o(t)⊙ tanh(c(T )). (5)

B. NEURAL NETWORKS FOR MULTI-LAYER PERCEPTRON
MLP [34] uses the multi-layer network to complete an
automatic cross combination of features, to learn the impact
of different air pollutant characteristics on the prediction
of target PM2.5. The ReLU activation function is f (·) is
used to realize the nonlinear mapping of data features and
improve the fitting ability of the network. The purpose is to
mix, transform, and filter the features of each task to obtain
a feature representation that multiple tasks can share. The
calculation formula of network layer nodes is the long-term
dependent air quality information h(T ) obtained from (5), and
the features are further extracted by inputting the multi-layer
perceptron to the final output of α(T ), whose calculation
formula is (6):

α(T ) = W1f (W0h(T )+ b0)+ b1, (6)

where W0 ∈ R(k/r)×k , b0 ∈ Rk/r ,W1 ∈ Rk×k/r , b1 ∈
Rk , r = 3.
The residual module is used to deepen the depth of the

network, while preserving the important features extracted by
the MLP layer to get the final outputM (T ) in(7) at time T .

M (T ) = h(T )+ h(T )⊙ α(T ). (7)

C. NEURAL NETWORKS FOR ATTENTION MECHANISM
Air quality prediction transfer learning is a dynamic time
series prediction related to time and space. Combining
channel and spatial attention mechanism, it helps the network
focus on important feature channels, and further aggregates
the spatial dependence of each position in the feature map to
form a spatial attention map. It can effectively suppress the
noise of different tasks, highlight the target region, and then
more precisely extract the target information. The network
structure is shown in Fig. 3.

The feature dimension k output from the MLP layer is
transformed intoW×C by spatial dimension transformation,
and the feature map is obtained as the input feature vector
Xc ∈ RH×W×C of the channel attention mechanism module.
In order to decrease the amount of parameters and enhance
the migration ability of the module, the module uses two fully
connected layers to obtain the weight parameters Wc0 and
Wc1 of their respective layers, and the Leaky ReLU activation
function as the ReLU variant is used. The output of Leaky
ReLU [43] can prevent the emergence of more silent neurons
when the input value is negative. During the training of the

channel attentionmodule, the feature weights of each channel
domain and the correlation between channels can be learned.
Equation (8) illustrates how different weights can be used to
the convolutions channel features to extract important data
from the representation target.

Zc(T ) = Wc1LeakyRelu(Wc0Xc(T )+ bc0)+ bc1, (8)

where Wc0 ∈ R1×C ,Wc1 ∈ RC×1, bc0 ∈ R1, bc1 ∈ RC ,

Zc(T ) is a channel attention parameter matrix at time T .
The feature graph output of the channel attention mech-

anism module is transformed into the dimension as the
input feature graph Xs ∈ RC×H×W of the spatial attention
mechanism module. Firstly, the multi-channel features are
compressed into a single channel by 7 × 7 two-dimensional
convolution f 7×7s to eliminate the influence of information
distribution between channels of different tasks on the
spatial attention mechanism [44]. Then, the spatial weight
information is normalized by Leaky ReLU [43] activation
function. Next, the features are mapped to multiple channels
by 7 × 7 two-dimensional convolution f 7×7s . Finally, the
batch normalization layer is used to restore the feature
distribution to be learned by the original network, which
reduces the dependence of the subsequent network on the
previous network and improves the feedback ability of the
network. The operation process is shown in (9).

Zs(T ) = BN (f 7×7s LeakyReLU (f 7×7s )), (9)

where Zs(T ) is a spatial attention parameter matrix at time T .
In order to produce features with varying weights, the

dimension of the spatial weight information is modified and
then multiplied by the relevant components of the input
characteristics. We get Z ′s(T ) ⊙ M (T ). Based on the idea of
a residual network, a certain proportion γ is applied to the
features and then added to the input features, and the final
prediction results of source domain Ỹ ls and target domain
Ỹ lt are obtained through SILU activation function [45] as
following:

Ỹ ls (T ), Ỹ
l
t (T ) = SILU (γ (Z ′s(T )⊙M (T ))+M (T )). (10)

Through the complete connection layer, the source domain
regression’s predicted value is produced. Equation (11)
depicts the operation procedure:

Ỹ ′ls (T ) = FC(Ỹ ls (T )). (11)

VI. FEATURE DOMAIN ADAPTATION AND BACK
PROPAGATION
In terms of the adaptive distribution between feature domains,
the statistical criteria-based methods [46], [47], [48] are
commonly used in deep transfer learning algorithms, which
are more interpretable. Based on the features extracted above,
theMMD [36]method is adopted in thismigration framework
to measure the difference between different task distributions
in the two domains Ds,Dt . It is assumed that the set of
continuous functions on the air quality sample space isF , and
f ∈ F is the function that maximizes the difference between
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the mean values of samples with different distributions.
Let Ys,Yt be the data sets containing m1 and m2 elements
produced from arbitrary sampling inside the source domain
and target domain sample spaces. The distributions are ps and
pt , respectively. The MMD distance’s empirical formula is as
follows:

MMD[F, ps, pt ] = sup
f∈F

(
Eps (f (x

lj
si))− Ept (f (x

lj
ti ))
)

= sup
f ∈F

(
1
m1

m1∑
i=1

f (x ljsi)−
1
m2

m2∑
i=1

f (x ljti )

)
.

(12)

Mapping data to regenerative Hilbert Spaces (RKHS) [46]
has f (x lji ) = ⟨f (x

lj
i ), ϕ(x

lj
i )⟩H, and ∥f ∥H < 1. Then, square

both sides of equation (12) to get:

MMD2[F , ps, pt ] =
∥∥∥ 1
m1

m1∑
i=1

ϕ(x ljsi)−
1
m2

m2∑
i=1

ϕ(x ljti )
∥∥∥2
H

=

∥∥∥ 1

m2
1

m1∑
i=1

m1∑
i′=1

ϕ(x ljsi)ϕ(x
′lj
si)

−
1

m1m2

m1∑
i=1

m2∑
i′=1

ϕ(x ljsi)ϕ(x
lj
ti )

+
1

m2
2

m2∑
i=1

m2∑
i′=1

ϕ(x ljti )ϕ(x
′lj
ti)
∥∥∥
H

. (13)

In higher dimensional space, the inner product is replaced
by the Gaussian kernel function k(x lji , x

′lj
i ) to get the final

formula:

MMD2[H, ps, pt ] =
∥∥∥ 1

m2
1

m1∑
i=1

m1∑
i′=1
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1
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ti )
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1
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2
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m2∑
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′lj
ti)
∥∥∥
H
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1

m1∑
i=1

m1∑
i′=1

e−
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′lj
si∥

2σ2

−
1
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m2∑
i′=1

e−
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+
1

m2
2

m2∑
i=1

m2∑
i′=1

e−
∥xljti−x

′lj
ti∥

2σ2
∥∥∥
H

. (14)

When the MMD square distance is calculated by the
adaptation layer, it is combined with the regression prediction
loss function as the optimization goal Ltotal of the multi-task
domain adaptation network to minimize the distribution of
the source domain and the target domain. The mean square
error (MSE) loss used to determine the mean square error
between the source domain’s real value and forecast value

is the regression loss function in the model. The regression
loss function is defined as (15). The difference between the
source domain’s actual value ylsi and forecasting value ŷlsi is
calculated using the mean square error (MSE) loss.

LsY =
1
nl

3∑
l=1

n∑
i=1

(ylsi − ŷ
l
si)

2. (15)

The feature domain adaptation network continuously
reduces the distribution difference between the source
domain and the target domain data during the training process
in order to achieve domain adaptation. This is done by using
the total loss function Ltotal as the optimization objective to
update the network parameters as demonstrated in (16).

Ltotal = LsY + βMMD2[H, ps, pt ], (16)

where β controls the distribution distance how much to
participate in the training of the network.

In the back propagation, the Adam optimization [40]
technique is used to optimize the network model by selecting
distinct learning rates for each separate parameter. This
increases prediction accuracy and speeds up the model’s
convergence speed in the early stage. The Adam algorithm
uses the first moment to estimate the adjustment direction
of m(T ), control weight parameter value or threshold. The
second-order moment estimation ϑ(T ) is used to adjust the
size of the learning rate, so that the learning rate is adaptive
to the gradient change. The first-order moment estimation
and the second-order moment estimation are modified by the
deviation to m′(T ) and ϑ ′(T ). The weight parameter value
or threshold θ are updated as follows: θ(T ) = θ (T − 1) −

λm′(T )
√

ϑ ′(T )+ε
, where λ is the learning rate; ε is a small constant

added to maintain numerical stability.
Algorithm 1 introduces the training process of the

improved transfer learning model for multi-site PM2.5 pre-
diction.

VII. AIR QUALITY PREDICTION EXPERIMENTS
This section provides a detailed introduction to the data
set, data preprocessing, and model evaluation criteria. The
multi-task domain adaptive transfer learningmodel’s parame-
ters are established. The detailed analysis of the experimental
findings is followed by a comparison of the suggested model
framework with other comparison models. The effectiveness
of PM2.5 predictions at various places is assessed, and the
predictions outcomes are examined.

A. AIR QUALITY DATASETS INTRODUCTION
The air quality pollution in Beijing is serious [49] and
has improved in recent years, but it is still the focus
of environmental protection. Hengshui City is located in
the southeast of Hebei Province. Although its geographic
location is crucial, it is a city with poor economic strength
in Hebei Province. Hengshi City also faces the problem of air
pollution control. Therefore, selecting Beijing and Hengshui
air quality as the research object is conducive to promoting
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Algorithm 1 Training Process for PM2.5 Prediction

Input: x ljsi multiple sites’ training data of source domain;
x ljti multiple sites’ training data of target domain;
Epochm maximum number of iterations;
bachsizem the number of data passed to the program for
training at a time;
learning rate λ;
γ feature weight;
β proportion of distribution distance in training of participat-
ing network.

Initialization: initialize transfer learning network param-
eters: θ → W , b.
1: for i to Epochm do
2: set total loss Ltotal = 0
3: for (x ljsi, x

lj
ti ) in source domain training data set X trains

do
4: clear past gradient
5: From formulas (1) to (11), the air quality

characteristics Ỹ ls , Ỹ
l
t of source domain and target

domain in the adaptation layer and the predicted value
Ỹ ′ls of source domain label are obtained.

6: The objective loss function of (16) LsY +
βMMD2[H, ps, pt ] is calculated by (14) and (15).

7: The gradient of network parameters is calculated
according to the total target loss.

8: The weight parameters and threshold values are
updated and optimized by the Adam optimizer: θ (T )←
θ (T − 1)− λm′(T )

√
ϑ ′(T )+ε

.

9: end for
10: end for

the coordinated development of Beijingand Hebei. In this
paper, transfer learning is first carried out on Beijing, and
then its generalization ability is studied on Hengshui dataset.
For this purpose, the experiment in this paper is based on
two different real data sets, and the hourly air quality index
time series data is selected as the research object. The Beijing
dataset [50], [51] consists of 35064 bits of data, representing
hourly pollution gas concentration data from 12 sites in
Beijing fromMarch 1, 2013, to February 28, 2017. Hengshui
dataset comes from the real-time air quality publishing
platform of China Environmental Protection Administration.
It records the hourly air quality data of three monitoring
stations of Hengshui City Shichengguanju, Shijiancezhan
and Dianjibeizhan from January 1, 2020 to April 30, 2022,
with a total of 20,424 pieces of data. The two data sets
mainly include the concentration values of oxides such as
NO2, SO2,O3 and CO and suspended particulate matter such
as PM2.5 and PM10. Among them, the main pollutant of air
quality is PM2.5, which is also the main object considered by
other researchers [52], [53], [54] when predicting air quality.
Therefore, we selected the main six pollutant indicators to
predict PM2.5 and record the experimental results.

FIGURE 4. The distribution trend of PM2.5 in Hengshui in 2020 and 2021.

The distribution trend of PM2.5 in Hengshui in 2020 and
2021 is shown in Fig. 4. With a standard 24-hour mean
concentration of pm2.5 below 75micrograms per cubic meter
(µg/m3) [50], the dotted line is plotted as the baseline
level. Compared to baseline levels, PM2.5 concentration is
higher in winter and spring and lower in summer. Areas
with moderate and high concentrations of PM2.5 increase
significantly during the winter period. This phenomenon is
associatedwith seasonal activities (e.g. crop burning, heating)
resulting in higher emissions of pollutants. In addition,
due to the influence of meteorological factors, pollutants
accumulate in the lower atmosphere, which is difficult to
disperse and dilute, thus aggravating the accumulation of
PM2.5 [50].

B. DATA PREPROCESSING
1) DATA CLEANING
In the process of data collection, there are abnormal
phenomena such as missing duplicate data, which requires
data preprocessing of Beijing dataset and Hengshui dataset.
The time-based information necessary for the experiment as
well as the properties of six air contaminants are retained
after merging the data files kept at several locations. Next,
the data is cleaned. the repeated site names are replaced,
and the repeated sample data is deleted. Two columns of data,
the date and time, are first transformed to string format for
merging, and then to timestamp format. Since the first column
of the Beijing dataset is missing, the observed values behind
the missing values are filled in using the backward-filling
method. The Hengshui dataset employs the forward-filling
approach, in which the observation value is filled and the time
is finished before the missing value. The value exceeds the set
interval as a result of equipment malfunction, human error,
and other circumstances. It is required to process these data
values because they are invalid and will significantly affect
the test results. The Hengshui dataset’s ozone data value
surpasses the range. The treatment method for this situation
is that firstly, the invalid values are replaced with data from
neighboring monitoring stations due to the strong correlation
between the air quality characteristics of the stations in
Hengshui City [55]. After that, the mean is used to replace
the unprocessed invalid data.
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2) STANDARDIZATION AND SEGMENTATION OF DATA
There are dimensional differences between air quality indica-
tors. In addition, the data sets of Beijing and Hengshui have
different change intervals as a result of the different times and
locations at which they were collected. This difference will
affect the calculation of loss values in deep learning training.
At the same time, the gradient transmitted to the input layer
will become large during back propagation if the input value
is large, which is not conducive to finding the optimal value.
Hence, normalization is crucial to enhancing the transfer
learning model’s accuracy and rate of convergence. As the
data is converted to floating-point data in the experiment,
the minimum-maximum normalization method [56] is used
to map the values of raw sample data between 0 and 1. The
original air quality data is partitioned, with 30% being used as
a test set to assess the model and 70% being used as a training
set for the multi-task domain adaptive migration model.

3) SLINDING WINDOW PROCESSING
The time correlation between the time series of air quality
data is high. In order to fit the data to the time series model
based on LSTM, time-based sliding windows [57] are used
to process the data. Suppose the sample sequence length is n.
In the subsequence segmentation of time series, a sliding
window with a length of l is used to segment the time series
with equal length, and then a step length r is moved backward
to continuously slide (n − l)/r times to form (n − l)/r + 1
subsequence fragments of equal length. The hourly data of
air quality in the past every 12 hours are integrated and
encapsulated as window data as an input of the model. The
hourly data of PM2.5 concentration at the subsequent time is
set as the model’s output once the step size r is set to 1. After
1 hour, the concentration of PM2.5 is predicted using the air
quality information from the previous 12 hours.

C. EXPERIMENT SETTING
1) EXPERIMENTAL ENVIRONMENT PARAMETER SETTINGS
All experiments in this study are carried out on a PC server
with a CPU processor based on the python language under
the pytorch 1.10 framework. The training set sequence is
altered in the experiment to improve the model’s capacity
for generalization. In Algorithm 1, the parameters involved
in the input are set to γ = β = 0.1,Epochm = 100. When
extracting data in batches, set the batch size to 1000, and
the final portion of the data that does not fit into the allotted
number of small batches is discarded in order to avoid training
and prevent overfitting. We set the learning rate λ to 0.0001.
The value of bachsize is 1000, and discard method is adopted
in the training process.

2) EVALUATION INDEX
In this study, three evaluation indices [50] that are often
used in regression tasks-root mean square error (RMSE),
mean absolute error (MAE), and mean square error (MSE)-
are utilized to compare the performance of several methods

in the PM2.5 concentration time series prediction job. The
discrepancy between the real value Y lt and the predicted
value Ỹ lt of the three monitoring sites is gauged using
these three indicators. The value of each index should
be as low as possible, indicating that the prediction error
of PM2.5 concentration in the future is small and the
model accuracy is high. The mathematical process is given
in (17)-(19).

MSE =
1
n

∑
(Y lt − Ỹ

l
t )

2
; (17)

RMSE =

√
1
n

∑
(Y lt − Ỹ

l
t )2; (18)

MAE =
1
n

∑∣∣∣Y lt − Ỹ lt ∣∣∣ . (19)

D. BASELINE METHODS
Some classical deep learning time series prediction models
are combined with the current advanced deep learning
model in the field of predicting air quality, and sufficient
experiments are conducted based on the aforementioned two
actual data sets to illustrate the effectiveness of the modified
model. The fundamental models listed above are:
• LSTM [33]: It has a gated structure that can effectively
overcome the problem in RNN that gradients may
disappear quickly in the process of back propagation,
so as to obtain long-term dependence and process long
time series data.

• GRU [58]: The three gate functions of the LSTM
network are optimized by the GRU network, a variation
of the LSTM network. The structure of GRU is simpler
and the training parameters are reduced, thus shortening
the training time of the model.

• CNN-LSTM [59]: With the CNN-LSTM hybrid neural
network design, the advantages of both CNN and LSTM
are merged. The high-dimensional mapping space’s
temporal feature vector is first constructed using CNN,
and then LSTM is used to learn lengthy time series and
train features on historical data.

• AdaRNN [51]: This algorithm defines the time covariate
shift problem, and uses the time distribution charac-
terization and time distribution matching algorithm to
construct the model. The one step air quality prediction
displays the state-of-art experimental results.

E. PM2.5 PREDICTION RESULT ANALYSIS
In this experiment, the pollutants such as NO2, SO2,O3,

CO, PM2.5, and PM10 are chosen as the input. For all
models, the hidden layer size is set to 24, and the input
size is 18. In the CNN-LSTM model, the kernel size of
1D convolution is set to 3, and paddling is set to 1. The
2D convolution’s kernel size in the modified hybrid deep
learning model is set to 7, and padding is set to 3. Firstly,
the multi-task transfer learning between stations is carried out
on the concentration of PM2.5 pollutants in Beijing. Then,
the superiority of the proposed model is further studied. The
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FIGURE 5. MAE of AdaRNN [51] and our model.

Beijing monitoring station is used as the source domain to
study the spatio-temporal transfer learning of air quality in
Hengshui City. The following is a detailed introduction.

1) RESULT ANALYSIS OF BEIJING PM2.5 PREDICTION
The Beijing data set is used in this experiment. By applying
Changping, Aotizhongxin and Guanyuan as source domain
data, the PM2.5 of Nongzhanguan, Dongsi, Dingling in the
target domain is predicted. Our modified model is based
on domain-adapted migration learning between sites, and
predicts the PM2.5 concentration of multiple sites at the
same time. The AdaRNN algorithm is based on domain
generalization to study the migration of historical data of
a site and predict the PM2.5 concentration of a site. The
feature extraction is improved in our model due to the
complicated characteristics of air quality data, including
high-dimensionality and non-linearity. Not only the LSTM
and MLP are used to extract the features, but also channel
attention and spatial attention are added to realize the time
and spatial feature extraction of time series. Although the
MAE value of our improved model at Nongzhuang site is
0.01608, which is higher than 0.0122 based on AdaRNN
algorithm, the MAE values at Dongsi and Dingling sites
are 0.01542 and 0.01388, which are lower than 0.0185 and
0.015 based on AdaRNN algorithm [51], as shown in Fig.5.
Without GPU acceleration, our air quality prediction method
is more applicable.

2) RESULT ANALYSIS OF HENGSHUI PM2.5 PREDICTION
In order to test the effectiveness and applicability of the
modifeid model, the small data set of Hengshui City from
January to April 2022 is chosen to forecast PM2.5, and six
pollution indicators are also picked as input. Aotizhongxin,
Dingling and Changping, are randomly selected from the
environmental monitoring sites of the Beijing dataset as the
source domain sites to predict the three sites Shichengguanju,
Shijiancezhan and Dianjibeizhan in the Hengshui dataset as
the target domain. In Table 1, the experimental findings are
presented.

FIGURE 6. MSE of PM2.5 prediction by different deep learning methods.

From Table 1, it can be found that the changing trend
of the MAE index of the eight models at each site is
consistent with the MSE and RMSE indicators. The MSE
values of the PM2.5 predictions of the three stations are
presented in a compound bar chart to help make the result
more understandable (see Fig.6). Without domain adaptation,
it can be seen from Fig.6 that the modified model’s MSE at
two sites is smaller than those of GRU, LSTM, and CNN-
LSTM, which proves that the modified model can extract
air quality feature information more effectively. The GRU
model performs the poorest in Dianjibeizhan and the best
in Shijizhan in terms of learning outcomes. It has poor
adaptability inmulti-task learning and cannot learn the shared
characteristics of each task well.

Under the common framework of transfer domain
adaptation, TL-GRU, TL-CNN-LSTM and TL-modified
model learning performance have been improved, especially
TL-CNN-LSTM and TL-modified model, except that
TL-LSTM learning effect has decreased slightly. In Dian-
jibeizhan and Shijiancezhan, the RMSE of TL-CNN-
LSTM is decreased by 14.9% and 29.2%, respectively,
in comparison to CNN-LSTM. The MSE of TL-modified
model is reduced by 29.2% in Shichengguanju and 27.3%
in Dianjibeizhan compared with the modified model. On the
whole, the prediction effect of TL-modified model at three
sites is not much different. Among them, Shichengguanju and
Dianjibeizhan have significant better prediction effects than
other models. Its RMSE values at two sites are 18.3% lower
than CNN-LSTM and 21.8% lower than TL-GRU. These are
enough to prove that the TL-modified model put forth in this
paper can effectively decrease the distribution error between
the source domain and the target domain data, and learn the
shared features of multi-task well, which is more suitable for
the simultaneous prediction of PM2.5 at multiple sites.

The results of PM2.5 prediction adopting all the data
of Hengshui dataset from January 2020 to April 2022 are
shown in Table 2. With the increase of data, except
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TABLE 1. Comparison of the prediction results of several deep learning techniques for PM2.5.

TABLE 2. Comparison of PM2.5 prediction results after adding data.

TL-GRU, the prediction ability of the other three transfer
learning models has been improved. The TL-Modified
Model is the best of the three evaluation indexes, and
TL-GRU has the worst prediction effect. Compared with
TL-LSTM, the RMSE value of the TL-Modified Model in
Shichengguanju decreased by 38%, and that in Dianjibeizhan
and Shijiancezhan decreased by 16.5% and 25.6% compared
with TL-CNN-LSTM. At three sites, the forecast results of
TL-GRU, TL-GRU and TL-CNN-LSTM are quite different,
while the difference of the TL-ModifiedModel is small. It can
be seen that TL-Modified Model has strong generalization
ability, can be applied to different data sets, and has strong
robustness.

For three air pollution monitoring sites, the compari-
son curve analysis of four models (TL-GRU, TL-LSTM,
TL-CNN-LSTM, and TL-Modified Model) between the
predicted value and the actual value is shown in Fig.7.
As can be seen from the figure, the improved model is better
than the benchmark method in predicting the position of
trough and peak, and the two lines are almost in agreement.
Comparative investigation demonstrates that the efficiency of
the benchmark hybrid deep learning model TL-CNN-LSTM
is superior to the performance of the TL-GRU and TL-LSTM
single deep learning models. The model TL-GRU is unable to
effectively predict the development trend of PM2.5 pollution
at the three sites, especially when pollution is severe.
TL-LSTM only has a good prediction effect in Shijiancezhan,

so its generalization ability is poor. Although TL-CNN-
LSTM has superior prediction accuracy, the prediction
performance of TL-Modified Model is further improved
comparedwith TL-CNN-LSTMmodel, which can effectively
predict the peak and trough trend of PM2.5 concentration, and
the overall prediction performance of TL-Modified Model is
the best in three sites.

In summary, the TL-ModifiedModel can maintain the best
prediction effect under various data sets ( including historical
data sets, latest data, small data, big data, etc. ), real data
can be closely matched with the projected value of PM2.5.
This demonstrates that the enhanced multi-task deep learning
PM2.5 prediction model put forth in this paper is capable of
efficiently learning a variety of features in the air quality time
series data, including time trend of the sequence, long-term
dependence features and spatial features, and shared features
between multi-tasks. The proposed PM2.5 prediction model
based on an improved transfer learning framework provides
a valuable model reference for the analysis and prediction of
PM2.5 pollution in the application of air pollution prevention
and control.

F. MODEL INTERPRETABILITY OF ATTENTION
MECHANISM
Fig.8 shows the transformation trend of air quality character-
istics caused by channel and spatial attention mechanisms.
The horizontal axis represents the characteristics of air
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FIGURE 7. Graphical comparison of PM2.5 predicted values (dark blue) and actual observed values (dark red) of four models (TL-GRU,
TL-LSTM, TL-CNN-LSTM, and TL-Modified Model) in Shichengguanju,Dianjibeizhan, and Shijiancezhan.

FIGURE 8. Variation trend of feature output tensor with attention mechanism in model training.

quality after transformation, and the vertical axis represents
12 time series data of a window. Fig.8(a) is the feature
extracted in the previous stage. Fig.8(b) represents the feature
tensor extracted on the basis of Fig.8(a), and Fig.8(c) is the
result of feature fusion with Fig.8(b) and Fig.8(a). From the
graphs, it is clear that the attention mechanism can extract
the importance of different channels and spaces, learn the
feature representation between different tasks, and improve
the robustness of network extraction features.

VIII. CONCLUSION
The domain-adapted modified hybrid deep learning model
described in this paper can forecast PM2.5 concentrations
simultaneously at a number of sites. As the time series

data has multi-scale spatial characteristics and time-period
dynamic offset characteristics, the LSTM is used to learn the
time-period dynamic offset characteristics of air quality data
in the feature extraction time column prediction model, and
the MLP is used to transform the characteristics. In addition,
to capture various channels and spatial variables, the attention
mechanism is included, and the residual network is employed
to increase the model’s depth. The performance of the
suggested model is contrasted with different deep learning
techniques using actual data from Beijing and Hengshui.
The model’s excellent measurement accuracy and ability to
better extract features under various types of data sets are
demonstrated by the results of PM2.5 prediction, which make
it acceptable for predicting air quality in regions with sparse
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data. Given that various variables, including weather and
temperature, have an impact on air quality [60], numerous
variables will be incorporated in the ensuing research to
enhance the experiment’s ability to predict outcomes. Reduc-
ing levels of PM2.5 and other air pollutants requires a range
of individual and collective efforts to promote clean energy
and encourage the use of public transport. Improving air
pollution prediction model can provide accurate predictions
and insights into pollution patterns for these actions, helping
to inform policy making and advise people on how to travel.
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