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ABSTRACT An edge intelligence-aided Internet-of-Things (IoT) network has been proposed to accelerate
the response of IoT services by deploying edge intelligence near IoT devices. The transmission of data
from IoT devices to the edge nodes leads to large network traffic in the wireless connections. Federated
Learning (FL) is proposed to solve the high computational complexity by training the model locally on IoT
devices and sharing the model parameters in the edge nodes. This paper focuses on developing an efficient
integration of joint edge intelligence nodes depending on investigating an energy-efficient bandwidth
allocation, computing Central Processing Unit (CPU) frequency, optimization transmission power, and the
desired level of learning accuracy to minimize the energy consumption and satisfy the FL time requirement
for all IoT devices. The proposal efficiently optimized the computation frequency allocation and reduced
energy consumption in IoT devices by solving the bandwidth optimization problem in closed form. The
remaining computational frequency allocation, transmission power allocation, and loss could be resolved
with an Alternative Direction Algorithm (ADA) to reduce energy consumption and complexity at every
iteration of FL time from IoT devices to edge intelligence nodes. The simulation results indicated that the
proposed ADA can adapt the central processing unit frequency and power transmission control to reduce
energy consumption at the cost of a small growth of FL time.

INDEX TERMS Internet-of-things, federated learning, energy consumption, edge nodes, central processing
unit.

I. INTRODUCTION
The Internet-of-Things (IoT) is a critical technology in inte-
grating heterogeneous electronic devices. These IoT devices
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is used to generate a significant amount of data that can be
used to enable machine learning. The IoT networks connect
billions of IoT devices such as smartphones, personal com-
puters, wearable devices, and vehicles in the smart environ-
ment [1]. To increase the system’s reliability and promote
green IoT, Federated Learning (FL) in the edge should focus
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on decreasing latency and energy consumption of resources
without affecting the convergence rate of the global model.
Regarding energy-efficient FL: Since mobile devices are
battery-powered, it is essential to lower edge device energy
consumption to ensure the sustainable viability of the FL
framework. A green FL or energy-efficient should consider
special attention to reducing communication and computa-
tion energy. Energy-efficient radio resource allocation for
delay-constrained FL was proposed in [1] and [2]. Moreover,
the authors in [2] ignored the computation energy and only
reduced the communication energy.

Edge Nodes (ENs) utilize intelligence features to allevi-
ate the network burdens at the core network by reducing
energy and latency requirements for time critical IoTs such
as communication, storage, and analytics [1], [2]. In addition,
edge intelligence aided IoT networks have been utilized near
physical IoT devices to help execute applications by storing
large volumes of data on ENs with low latency and in real
time [3]. The edge intelligence assisted IoT networks collect
data from IoT devices and perform the processing and train-
ing at the edge intelligence nodes to reduce bandwidth and
latency. The challenge arises from the limitations of machine
learning. With the growing number of IoT services, the train-
ing data from ENs creates a large traffic burden between
the IoT devices and ENs. The FL is proposed to train with
high quality using relatively few rounds of communication
by allowing IoT devices to train learning models locally
and the EN to learn a shared model by aggregating locally
computed updates [4]. This involves downloading the global
model parameters from the EN, updating the local data, and
sending the updated parameters to ENs. The performance of
FL depends on updated local data aggregated as the global
model parameter. Then, the local and global parameters are
updated iteratively until an accuracy level of the learning
model is reached and sent to all IoT devices. By classifying
the learning tasks between the IoT device and ENs, FL not
only decreases the large traffic burden over a wireless channel
but also keeps the privacy and securing IoT data.

A. RELATED WORK
Edge intelligence IoT networks have been extensively stud-
ied, such as the reduction of training losses, and the dis-
tribution of high bandwidth to devices with poor channel
conditions [5], [6], [7], [8], [9]. However, some major prob-
lems are not yet fully resolved with the FL model such as
reduced energy consumption while satisfying the FL time
required on all IoT devices. This is because of the local loss
of IoT devices, it becomes a challenge to analyze the total
time consumption of a wireless FL. The authors in [5] pro-
posed saddle point approximation to obtain the approximate
delay distribution. Also, the authors in [5] study only the
distribution delay to provide resource efficiency and avoid
intractable computations to provide high accuracy guaran-
tees in delay distribution for FL. Optimizing a minimum
loss to perform local updates was studied in [6], where the

authors proposed Federated Delayed Averaging (FedDelAvg)
technique that joins communication delay between the edge
nodes and the aggregator on FL. In addition, the bandwidth
allocation should be a guarantee on learning speed to all
devices by adapting both channel states and more powerful
computation capacities to minimize energy consumption [2],
[7]. The improved convergence rate andminimized loss of the
trained model depend on a derivative of a convergence bound
for bandwidth allocation and scheduling policy [8]. The per-
formance convergence of the proposed joint scheduling in [8]
cannot be guaranteed to schedule more devices with the high-
est level of accuracy, and it is only evaluated by experiments.
The joint scheduling and resource block allocation policy
was studied using Lyapunov optimization to minimize the
training loss [9]. Some of the challenges of FL over wireless
networks have been studied in [10], [11], [12], [13], [14]. The
effectiveness of federated training over wireless networks is
limited by the computing resource and energy consumption
of the IoT device, which requires computational tasks of dif-
ferent data sizes over time [10]. To reduce the computational
time of the IoT device and communication and accelerate
the FL training process, the Lyapunov optimization-based
dynamic computation offloading was proposed. This con-
trols the Central Processing Unit (CPU)-cycle frequencies
by allowing the CPU to operate at different frequencies to
adjust the power consumption [11]. Other authors studied
energy-aware task allocation in IoT networks to reduce the
completion time based on reinforcement learning [12]. The
authors in [12] proposed reinforcement learning to adapt a
varying in wireless channel and storage capacity to optimize
the task completion delay without considering the device
battery. Moreover, some authors evaluated the reduction of
service delays for IoT based on collaboration and unloading
policies [13]. In addition, minimizing the total energy con-
sumption and computation resource allocation for FL have
been studied under joint learning and latency constraints
based on a proposed iterative algorithm for time allocation,
power control, and computation frequency [14]. To improve
the efficient learning of IoT in edge computing, the time
complexity of the bandwidth allocations, computational fre-
quency, and joint optimization of power should be factored
in. The proposed strategy in [14] ignores CPU frequency
to avoid long waiting times reduce energy consumption and
enhance energy efficiency in an FL system. A mixed-integer
nonlinear programming problem was proposed to reduce the
weighted sum of the system and learning costs by shortening
the time spent on FL due to the univariate non-convexity
[15]. A study proposed a novel energy-efficient FL approach
that utilizes a novel fine-grained training technique that
efficiently and specifically selects the training samples to
enhance energy efficiency [16]. This performance depends
on exploiting the round deadline constraint to maximize the
uploading time by avoiding long waiting times and decreas-
ing the expended energy. This proposed strategy optimizes
the transmission power and local CPU speed of workers in a
federated edge learning system to increase energy efficiency.
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However, another study focused on theminimization of trans-
mission completion time for uplink transmissions of a given
number of bits per node and jointly optimized the locations
based on analyzing the data gathering capacity to minimize
the transmission completion time and enable nodes to harvest
energy [17]. Moreover, enhancing FL in edge intelligence
IoT to reduce the energy consumption of all IoT devices
was studied by considering both CPU frequency and power
control to reduce energy consumption [3]. According to IoT
devices and big data sizes, the training of the local models was
investigated to provide more energy efficiency [1]. Reducing
the energy consumption of FL was investigated by applying
joint scheduling based on the proposed two scenarios; the
first scenario depends on the training of fog access points
to collect data from the IoT device, and the second scenario
depends on training local models at the IoT devices to upload
these local model parameters to the cloud server [1]. Also,
from [10], [11], [12], [13], [14], [15], [16], [17], [18] both
CPU frequency and power control still require further inves-
tigation to increase the number of IoT devices. To develop
resource allocation mechanisms to facilitate energy-efficient
FL in an edge intelligence and improve the number of con-
nected devices. The authors in [19], [20], [21], [22] focused
on addressing the training of the local models to provide more
energy efficiency and reduce computation time and wireless
data on IoT devices with minimal CPU frequency allocation.
For a sustainable operation of an FL framework, it is imper-
ative to reduce energy consumption and satisfy the FL time
of edge intelligence nodes. The challenge of energy-efficient
FL is the trade-off between FL time and energy consumption
[23], [24], [25], [26]. In particular, the energy budget is
required to finish the updates and prevent long wait times
due to poor channels, a slow CPU, or insufficient energy
to minimize computation and communication. Accordingly,
it is essential to concurrently optimize the CPU frequency to
satisfy a particular FL time and decrease energy consumption.
This work is different from the previously existing one [19],
[20], [21], [22], [23], [24], [25], [26]. This work focused
on jointly optimizing resource and learning performance to
decrease communication costs and enhance learning perfor-
mance in wireless FL systems. To fill this gap, this work
focused on the joint optimization of CPU frequency, optimal
transmission power, and learning accuracy for IoT devices
to minimize energy consumption, and completion time and
determined the proper amount of data needed to meet the
FL time required on all IoT devices as shown in the new
subsection (I.B).

B. MOTIVATION AND CONTRIBUTIONS
To further increase the performance of IoT devices, reduce
the completion time, and provision of future event predic-
tion by training data collected from IoT devices to ENs,
we developed an efficient integration of joint edge intelli-
gence nodes to minimize the energy consumption. We estab-
lished an energy-efficient bandwidth allocation, joint with

computing CPU frequency, transmission optimization power,
and the desired level of learning accuracy to decrease the total
energy consumption by satisfying the FL time requirement
for all IoT devices. Besides, idle power consumption was not
considered in the optimization process of this study. Themain
contributions of this paper are:

• To formulate the data transmission and the transmission
time of finding the optimal bandwidth allocation based on the
proposed Alternative Direction Algorithm (ADA) and apply
the optimal data receiving time on FL and the optimal channel
gain from all IoT devices of the trainedmodel to minimize the
energy consumption and satisfy the FL time.

• To improve the computation and transmission to meet the
FL time and reduce energy consumption by jointly optimiz-
ing the CPU frequency. We apply the closed-form solution
of minimum computation frequency allocation and optimal
transmission power with Lagrangian multiplier methods of
each IoT device to edge intelligence nodes.

• The local computation time can be higher for the con-
vex function of the learning loss to obtain optimal learning
accuracy with the shortest completion time and minimizing
loss. Therefore, we verified the optimal time allocation by
minimizing the training learning accuracy based on a repeated
number of local iterations until the global model is achieved.
We also validated the level of learning accuracy through
the first and second derivatives of the convex function to
reduce the complexity at every iteration and meet the optimal
learning accuracy of FL.

FIGURE 1. Framework of integrated FL in edge intelligence IoT networks.

II. SYSTEM MODEL
A. FEDERATED LEARNING MODEL
We proposed an edge FL-supported wireless IoT network
for selecting the global aggregator EN at each round, for

intelligent IoT devices as N = {1, . . . ., } . The
IoT devices were joined to the IoT gateway and connected
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with ENs as shown in Fig. 1. The local training data in
IoT devices were independently trained based on locally
collected data. The optimization of model parameters was
obtained from parameters uploaded via wireless connections
from devices . We introduced the vector ω to obtain the
related parameters of the global FL model. Each of the IoT
devices has an amount of data Z in the local dataset Z .
For each access to a dataset Z = {~ l , l}

Z
l of device

that does not share any dataset with the model manager,
the device is called the server. Where ~ l represents the
input vector ~ l ∈ Rz, l represents the equivalent output
and l − th training data. The IoT devices train local models
from the global model using their respective private datasets
Z and send the updates to the model manager. In each
iteration, the global model aggregated all local model param-
eters from the IoT devices(see Fig. 1). In addition, Fig. 1,
shows the steps in each round of FL training: Step 1 – Server
initializes the parameters of the global model and sends to
each device, Step 2 - Each device completes training on its
local dataset and sends the local model to the server, and
Step 3 – Server aggregates local models to generate a new
global model. The FL trained for all IoT devices dataset
F

(
ω, ~ 1, 1, . . . .., ~ Z , Z

)
is called the

total local function with the local FL. The whole dataset is
called the global FLmodel of device [10]. The loss function
of device with Z , is determined from:

F
(
ω, ~ 1, 1, . . . .., ~ Z , Z

)
=

1
Z

∑
l∈Z

fl(ω, ~ l, l) ∀ ∈ N , (1)

where fl(ω, ~ l, l) represents the loss function of the
IoT device with a single data sample. The EN aggregates
the data from all IoT devices and estimates the new global
model ωi to solve the local optimization problem that reduces
the loss function. Every device computes ∇F (ωi) =
1 ∑Z

l=1 ∇f (ωi) and sends it to the EN, where i is the itera-
tion number with a vector ωi until the global model achieves
learning accuracy. It is necessary to train the implicit model
to deploy an FL [10], which can be written as:

min
ω
F (ω) =

∑
n=1

Z
Z
F (ω)

=
1
Z

∑
=1

∑Z
l=1

fl(ω, ~ l, l), (2)

where Z =
∑

l=1Z represents the total data for all IoT
devices. In the FL setting, a global model is copied from a
server tomany of the IoT devices and establishes a connection
to be used for their local inference. A subset of the IoT
devices is chosen to contribute to the update of the global
model by sending the local training results and data to the
server. The server aggregates all the local training results to
update the global model at the end of an FL round. Subse-
quently, the updated globalmodel is distributed to IoT devices
to start a new round. This training process works well when
most IoT devices have similar computing capabilities. In each

iteration, all IoT devices downloaded the global FL model for
local computing from ENs and informed the local model of
its local training data via transmission of the local model
1 ∑

=1 ∇f (ωi) to the ENs for aggregation. The updated
value of local FL is an estimate of the gradient to train its
model according to the gradient descent method to solve the
local optimization problem:

min
∈R

(ωi, ) ≜F (ωi + ) − ∇F (ωi)

−λ∇F (ωi)
T , (3)

where represents the difference between the global and
local FL for IoT device , and λ is a constant value. The term
ωi + represents the local FL model of IoT device at
iteration i with vector (ωi)

T , which depends on the gradient
method with a given minimum global loss and local data. Due
to the difficulty to solve the local optimization problem in
(3), the IoT device obtains the optimum ∗

i, that reduces
min

∈R
(ωi, ) and uploads it to the suitable ENs to be

aggregated. So, the optimal solution ∗ to solve (3) with a
global loss F at i th iteration number can be written as:(

ωi, i,
)
−

(
ωi +

∗

i,
)

≤
( (

ωi, i,
)

− (ωi) , ∗

i,
)
. (4)

The global loss depending on the solutionωi of the problem
(2) with the minimum global loss 8 is

F (ωi) − F
(
ω∗

)
≤ 8

(
F (ω0) − F

(
ω∗

))
, (5)

where ω∗ represents the actual optimal solution of a problem
in (2). The loss function analyzed based on (3) and (4) can be
written as:

0 l ≤ ∇
2F (ωi) ≤ l, ∀ ∈ N , (6)

where l denotes the identity matrix, the values of 0 and
are determined by the loss function. Under assumption

(6) to achieve a learning accuracy depends on a selection a
very small value of λ satisfying 0 < λ ≤ 0/ , with the
learning accuracy at the rate of i ≥ /

(
1 −

)
, where

= 2 2/λ02 ln (1/8). The overall convergence rate is
achieved with an arbitrary by solving the local learning
problem in (3) and step size based on using the gradient
method for (j+ 1) local iteration for j ≥ σ log2

(
1/

)
at

every IoT device [27]. This new globalmodel repeats iteration
until reaching a confirmed accuracy level (j+1)

i, =
(j)
i, −

∇

(
ωi,

(j)
i,

)
. The next section describes the task of

IoT devices for conducting local training and uploading local
parameters to the ENs, divided into FL time and energy
consumption.

B. TRANSMISSION IN FL TIME
In local IoT devices, the local computing model trains and
updates the model, and each device uploads its local model
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to the EN [28], [29]. The transmit rate of the th IoT device
is

R = B log2

(
1 +

P
B

)
, (7)

where B represents the bandwidth allocated to device ,
and the wireless network has a total bandwidth of . Due
to the limited bandwidthof the system

∑
=1 B = B, the

Shannon capacity achieves the data transmission rate in the
upper bound, as shown in (7). P is the average transmitted
power of device , represents the channel gain available to
the IoT devices, and is the power spectral density of the
Gaussian noise. Let τ be the transmission time for uploading
its parameters to ENs. Hence, the τ can be characterized by

τ =
Z
R

, (8)

where Z represents a transmit data size. Let f denote the
computation speed of the CPU. Therefore, the computation
time τ c needed for data processing is:

τ c =
ε Z
f

∀ ∈ N , (9)

where ε (cycles/bit) is the number of CPU cycles needed
for computing one sample of data of IoT device , and
consequently the number of CPU cycles needed for one local
iteration on all data samples is ε Z . To synchronize the
updates and minimize waiting times, the edge nodes should
use an FL round deadline restriction T during every FL
training cycle. As a result, the computation and communi-
cation stages of the training period in each iteration must be
finished within T . Formally, each training computation and
communication time must meet the Quality of Service (QoS)
requirement, and can be expressed as:

max
∈N


ε Z
f

+
Z

B log2

(
1 +

P
0B

)
 ≤ T ,

∀ ∈ N . (10)

Every IoT device must meet the learning time τ ≤ T ,
where T is the maximum completion time of FL. From
(8) and (9), the training time in every iteration is established
by the total time τ of the IoT device . To lower the CPU
speed and transmission power to conserve energy during the
computation and communication phases [16], the total time
of receiving between all IoT devices can be calculated as:

τ = max
∈N

{
τ c + τ

}
= max

∈N


ε Z
f

+
Z

B log2

(
1 +

P
0B

)
 . (11)

To support IoT device with a diverse QoS depends on
when the learning time τ should meet the maximum FL
time T , i.e., τ = T .

C. ENERGY CONSUMPTION IN IoT DEVICE
In this section, the energy consumption mainly occurs in two
stages: local training and data transmission. Let f be the
computation speed which represents the CPU frequency of
IoT device [30], [31], [32], [33]. The energy consumption
of device for local computation can be written as:

c
= δε Z (f )2 , (12)

where δ = σ log2(
1 ) is effective switched capacitance, and σ

is a constant related to the data size. The energy consumption
for uploading the local model is

= P τ =
P Z

B log2

(
1 +

P
0B

) . (13)

The total energy consumption of all IoT devices that join
in FL will be:

=

∑
∈N

( c
+

)
=

∑
∈N

(
δε Z (f )2

+
P Z

B log2

(
1 +

P
0B

)
 . (14)

III. PROBLEM FORMULATION
The performance of the FL depends on applying local learn-
ing and assigning active IoT devices to appropriate ENs to
select the active IoT devices intelligently. Our goal is to
minimize the total energy consumption under an optimized
bandwidth allocation, power allocation, and desired level of
learning accuracy to decrease total energy consumption for
FL in ENs networks. The energy-minimization problem can
be formulated as follows:

min
τ , B,f ,P,

, (15)

S.t σ log2(
1
)ε Z (f )2

+
P Z

B log2

(
1 +

P
0B

) ≤ (15a)

τ B log2

(
1 +

P
0B

)
≥ Z , ∀ ∈ N ,

(15b)

1 −

σε Z log2(
1 )

f

+
Z

B log2

(
1 +

P
0B

)
 ≤ T , ∀ ∈ N ,

(15c)∑
=1

B ≤ , (15d)

B ≥ 0, τ ≥ 0, ∀ ∈ N , (15e)
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0 ≤ P ≤ Pmax , ∀ ∈ N , (15f)

f min ≤ f ≤ f max , ∀ ∈ N , (15g)

0 ≤ ≤ 1, (15h)

where τ =
[
τ1, . . . , τ

]
, B =

[
B1, . . . , B

]
, f =[

f1, . . . , f
]
, and P =

[
P1, . . . , P

]
. B , f max and Pmax

are the bandwidths for IoT devices, maximum local CPU
frequency in ENs (in cycles per second), and maximum value
of the average transmit power to all IoT devices, respectively.
Constraint (15a) reduces the energy consumption of each IoT
device. The energy budget for FL trainingwas not exceeded
by any IoT devices that were subjected to minimizing com-
putation and communication. From (15a), the energy budget
is required to finish the updates and prevent long wait times

due to poor channels, a slow CPU, or insufficient energy. This
constraint ensures that the assigned IoT devices have enough
energy to complete the update [31]. Constraint (15b) rep-
resents the data transmission rate, whereas constraint (15c)
represents the time of local task execution. The time of all IoT
devices should not exceed the total time in the whole FL (τ ≤

T ). In addition, the number of iterations is the same for each
IoT device, and the constraint (15c) ensures the maximum
time constraint for all IoT devices in each iteration σ log2(

1 )
if we divide the number of local iterations on both sides of
the constraint (15c). Constraints (15d) and (15e) represent
the bandwidth and completion time, respectively. Constraints
(15f) and (15g) are bandwidth and CPU frequency ranges.
The model accuracy constraint is given in (15h). Therefore,
the joint energy efficiency can be optimized in the next sec-
tion to reduce the energy consumption of all devices.

IV. PROBLEM SOLUTION
This work aims to obtain the optimal solution to all IoT
devices based on the proposed ADA until convergence.
ADA is frequently operated at the IoT gateway to opti-
mize energy-efficient bandwidth allocation, computation fre-
quency allocation, and optimal transmission power allocation
until the global model fulfils a learning accuracy.

A. ENERGY EFFICIENT BANDWIDTH ALLOCATION
According to (8), the bandwidth allocation to all IoT devices
would only affect the data-receiving time. The bandwidth
problem can be formulated as

min
B

τ (16)∑
=1

B ≤ , (16a)

B ≥ 0, ∀ ∈ N . (16b)

By analyzing the time taken for the learning process from
data collection τ to reach the optimal value of τ ∗ as shown
in (16), where τ ∗ represents the shortest time to complete a
round of FL. Each ENmaintains reachability with the shortest
estimated waiting time, by adjusting the power allocation,
preventing long wait times due to poor channels, and satis-
fying the FL time requirement whenO

( )
= τ ∗ for all IoT

devices (Fig. 2). If τ = τ ∗, the wireless transmission time τ

decreases to receive data from all IoT devices when its range
is equal, and the time goes down if the bandwidth allocation
increases. From (16), the optimal bandwidth allocation B∗

can be obtained if τ is minimized by making small adjust-
ments to the B as τ = max

∈N

{
τ c + τ

}
< τ ∗. The optimal

received data satisfy when the small-time τ = τ ∗, and also
when the B meet the following requirements:

τ =


Z

B log2

(
1 +

P
0B

) = �∗
, ∀ ∈ N ,

∑
=1 B∗

= ,

(17)

where �∗ represents the positive constant for receiving opti-
mal data from all IoT devices τ ∗

= �∗ , which can be
formulated as

Z

B∗ log2

(
1 +

P
0B

) = �∗
H⇒ B∗

=
1

�∗

 Z

log2

(
1 +

P
0B

)
 .

(18)

From the (17) and (18), the optimal receiving data for th
IoT device depends on a better channel gain, can be written
as:

�∗
=

Z / log2

(
1 +

P ∗

0B

)
B

. (19)

From (18) and (19), the ENs eliminate the interference
from the th device by using self-interference cancella-
tion.The optimal bandwidth allocation can be formulated as

B∗
=

B Z / log2

(
1 +

P ∗

0B

)
∑

∈N

(
Z / log2

(
1 +

P ∗

0B

)) , ∀ ∈ N . (20)

When the minimum time τ ∗
= �∗ , the received data is

optimized and can be simplified as:

min
f ,P,

max (�∗
+ τ c + τ )

+ (1− ) +
(
1 −

)
B , (21)

S. t. (15e), (15f), (15g), (15h). (21a)

The optimization problem in (21) is a mixed-integer non-
linear programming problem, which can be decomposed into
three subproblems and solved by the ADA to optimize vari-
able time T = �∗

+ τ c + τ in (21) and can be rewritten
as:

min
f ,P, ,T

T + (1− ) + (1 − )B , (22)
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FIGURE 2. Reducing the completion time based on intelligently selecting the active IoT devices.

S.t. (15e), (15f), (15g), (15h), (22a)

�∗
+ τ c+ τ ≤ T , ∀ ∈ N . (22b)

By analyzing (22), the optimization problem is still chal-
lenging because of its non-convexity. To find a good solution,
we decomposed the three subproblems by using the ADA to
process the IoT. We then established CPU frequency allo-
cation iteratively f , optimized transmission power P∗ , and
minimized completion time until the global model meets the
optimal learning accuracy , as shown in the next subsection:

B. OPTIMIZE COMPUTATION FREQUENCY ALLOCATION
When CPU frequency and time of execution of local tasks
are given (f , T ) with fixed (P, ) , in this case, the power
allocation and energy consumption can be minimized by
substituting the problem (21) into:

min
f ,T

T + (1− )
∑

∈N
ε Z (f )2 , (23)

S.t T −
ε Z
f

≥ �∗
+ τ , ∀ ∈ N , (23a)

f min ≤ f ≤ f max , ∀ ∈ N . (23b)

From the constraint in (23a) all the data on device will
have optimal computing f .
The constraint in (23b) is most effective to assign active

IoT devices with minimum f min. Based on the minimization
problem in the second term in (23), the optimal f ∗ can obtain
from (23a), which leads to optimizing energy consumption
minimization based on integrated EN-enabled IoT networks
as:

min
f

∑
∈N

φ (1− ) ε Z (f )2. (24)

Constraint (23a) can be transformed into max
∈N

{
τ c + τ

}
=

max
∈N

{
ε Z
f +

Z
R

}
≤ T , ∀ ∈ N . Hence, the CPU fre-

quency f is bounded between f min and f max , and the opti-
mal computation frequency allocation f ∗ can be obtained

from (23b) as:

f ∗
=

ε Z
T −�∗ − τ

∀ ∈ N , (25)

Then, fn satisfies f ≥ max
{
f min, f ∗

}
, and accord-

ingly, (23a) and (23b) can be joined as max
{
f min, f ∗

}
≤

f ≤ f max , ∀ ∈ N . Therefore, the closed form solution of
the minimum f is obtained as:

f =


f min, if f ∗

n ≤ f min

f ∗, if f mink < f ∗ < f max

f max , if f ∗
≥ f max ,

(26)

The optimal CPU frequency is found as soon as we solve
for T , by substituting the optimal f ∗ in (25) into constraint
(23a). The optimization problem concerning T is trans-
formed into a univariate optimization problem min

T
T +

(1− ) ε 3 ∑
∈N (Z 3/

(
T −�∗

− τ
)2), and by setting

T ≥ T min the minimum time can define according to
the constraints in (22b) as T min

= max
∈N

(�∗
+ τ + τ c ),

where τ c = max
∈N

ε Z
f min

[32]. The optimal time T ∗ is

obtained when the time it takes to receive data from all IoT
devices according the constraint in (23a) and (25) is T ∗

=

max
∈N

(
�∗

+ τ +
ε Z
f max

)
T̂ ≥ 0, where T̂ represents the

solution when T̂ = 0.

C. OPTIMIZE TRANSMISSION POWER
To enhance (τ ,B,f ,P, ) in problem (15) depends on firstly
optimizing (P,B) with fixed (τ , f , ). To update the th IoT
device’s optimal power allocation P∗ depends on providing
efficient P levels for the IoT devices, which can be written
as:

min
P

,B
1 −

∑
∈N

P τ , (27)

S.t. (15b), (15d), (15f). (28)

Reducing transmit powerP to all IoT devices depends on
avoiding weak channels by selecting the optimalB∗ . To solve
a problem in (27) depends on selecting the optimal solution
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(B∗ ,P∗). From (18), the optimal bandwidth is satisfied by
defining B∗

= max
{
B , ( ) ,Bmin

}
. From (27), the trans-

mission power should be reduced as:

P∗
=

0B (
2Z /B∗ τ

− 1
)

, (29)

The transmission power (29) is a convex function. The
optimal power P∗ in (29) is a decreasing function of band-
width. The conventional successive convex function in (29)
was obtained by taking the first- and second-order derivatives
of P∗ , which can be written as:

∂P∗

∂B
=

0
(
e
Z (ln 2)
B τ −

Z (ln 2)
B τ

e
Z (ln 2)
B τ − 1

)
, (30)

and

∂2P∗

∂B2 =
0Z2

n (ln 2)
2

τ 2nB3 e
Z (ln 2)
B τ ≥ 0. (31)

From the first derivative in (30), it is a decreasing func-
tion of bandwidth B . The second derivative in (31) is an
increasing function of B . The convex function for min

B
P∗ is

solved if ∂P∗

∂B < 0, for 0 < B < ∞. Therefore, according to

(29) and (31) min
B
P∗ is a convex function that can be solved

by using the Karush-Kuhn-Tucker conditions [7], [33], [34],
[39]. By introducing Lagrange multipliers in (29), this is:

L (B, ) =

∑
=1

0B τ (
2Z /B τ

− 1
)

+

∑
=1

(B −B) . (32)

Given the constraints in (28), more bandwidth should
be allocated with weaker channels within a short time
to reduce P , the Lagrange multipliers associated with

min
B
P∗

= min
B

∑
=1

0B (
2Z /B τ

− 1
)
. TheB∗ can be

obtained by taking the first derivative of the objective function
with respect to B :

∂L (B, )

∂B
=

0

τ

(
e
Z (ln 2)
B τ −

Z (ln 2)
B τ

e
Z (ln 2)
B τ − 1

)
+ . (33)

From the constraint (15d), the optimal solution becomes
continuously controlled with B∗

= max
{
B ( ) ,Bmin

}
.

The maximum power constraint P∗
≤ Pmax is equivalent to

Bmin and satisfied when B ( ) ≥ max
{
Bmin,B∗

}
. Accord-

ingly, (33) can be joined as max
{
Bmin,B∗

}
≤ B ( ) ≤

Bmax , ∀ ∈ N . Then, the closed-form solution of the optimal
B∗ is obtained as:

B ( ) =


Bmin, if B∗

≤ Bmin

B∗ , if Bmin < B∗ < Bmax .
Bmax , if B∗

≥ Bmax
(34)

The algorithm significantly reduced the overall completion
time and data exchange between IoT devices and ENs. Due

Algorithm 1 Enable FL for Optimizing Computation Fre-
quency Allocation and Power Allocation toMinimize Energy
Consumption

[1-]
Initialization , , f , and Pmax

1)2) repeat
3) for = 1 : N
4) Compute τ c and �∗ for their corresponding frequen-

cies using (23a) with fixed (P, )
5) Improve all the data on IoT devices with minimal CPU

frequency allocation with a range f ≥ max
{
f min, f ∗

}
6) Arrange the devices in appearing order as per local

computation time τ c

7) Assign active IoT devices with minimum energy con-
sumption (24)

8) if max
∈N

{
τ c + τ

}
≤ T then

9) Obtain a minimum f as (29),
10) Join max

{
f min, f ∗

}
≤ f ≤ f max , ∀ ∈ N .

11) end if
12) If P∗

≤ Pmax then
13) Apply the first and second derivatives in

(30) and (31)
14) Assign device with min

B
P∗

15) else
16) Efficiently allocates power P∗ based on optimizing

(f , T ) with fixed (P, ) .

17) end if
18) Compute P∗ at an increasing function of B ( ) as

(34)
19) Update transmission time for IoT device τ

20) Update the corresponding P∗ according to in (15)
21) end for
22) Compute min

B
P∗

= min
B

∑
=1

0B
(
2Z /B∗ τ

− 1
)

23) update = + 1,
24) UntilP∗, f ∗,B∗ converge.

to the local loss function, the analysis of the total time con-
sumption of a wireless FL became a challenge. Solving these
challenges would depend on finding a feasible solution to the
problem (15) by selecting the desired level of the learning
accuracy parameter, as shown in the following subsection.

D. COMPLETION TIME MINIMIZATION
To minimize the total energy consumption, prevent long
wait times due to poor channels, and satisfy the FL time
requirement for all IoT devices. This subsection formulated
the convex problem by selecting the desired level of learn-
ing accuracy based on a repeated number of local itera-
tions until the global model is achieved. Likewise, the time
consumed was also minimized in each round of FL and
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can be presented as:

min
T ,f ,τ, ,B,P

T , (35)

S.t. (15a) , − (15h) . (35a)

A set of conditions is required to minimize completion
time if T ∗

≤ T , such that T ∗, f ∗, τ ∗,
∗
,B∗,P∗ is the opti-

mal solution of (35). From the constraints (15b) and (15c),
the completion time in (35) was still non-convex. The solu-
tion to the convex optimization problem would depend on
achieving learning accuracy when the loss does not decrease
over time if T ∗

≤ T . By setting T , the completion time in
(35) can determine a better solution that satisfies the con-
straints (15a)–(15h). The highest computation frequency is
always efficient if f ∗

= f max . From the constraints (15g),
(15e) and (15h), the minimized completion time was attained
when P∗

= Pmax . Thus, by substituting (15f) and (15g) into
(35), the solution to jointly minimize the T problem can be
expressed as:

min
T ,τ, ,B

T , (36)

s.t. τ ≤

(
1 −

)
T

+
σε Z log2( )

f max
, ∀ ∈ N ,

(36a)
Z
τ

≤ B log2

(
1 +

Pmax

0B

)
, ∀ ∈ N , (36b)∑N

=1
B ≤ , (36c)

S. t. (15d), (15e), (15h). (36d)

The sufficient and necessary conditions were obtained
when the loss significantly decreased, which enabled IoT
devices to save energy and optimize the training time.
We designed the learning accuracy for FL to solve the convex
optimization problem by selecting the desired level of learn-
ing accuracy with a set T in (36) and finding the optimal
solution from (36a)–(36d), as follows:

≥ min
0≤ ≤1

∑
=1

ϑ
(
σ

( ))
, (37)

σ
( )

= −
(ln 2)

W

− (ln2) 0
Pmax exp

− (ln 2) 0
Pmax

 +
(ln2) 0
Pmax

,

(38)

σ
( )

=
Z(

1−
)
T

+
σεkZ log2( )

f max

. (39)

Based on the analysis from (37)-(39), the maximum is
defined by z = L ln (1 + 1/L) with L > 0. Function z is
proportional to the constraint of B on the right side of (15d).
So, by taking the first-order derivative of z with respect to L,
the target function z′ = ln (1 + 1/L) − (1 + 1/L), where z′

is the decreasing function, such that z′ > 0 for 0 < L < ∞.

From the constraints (36b) and (36c), the left side should be
small, and the communication time τ in (36a) should be as
long as possible to satisfy the maximum bandwidth as shown
in (37a), the optimal time allocation can be written as:

τ ∗
=

(
1 −

)
T

+
σε Z log2( )

f max
, ∀ ∈ N . (40)

By substituting (40) into (36b), the major complexity at
every iteration depends on the transmission time, which can
be written as:

min
,B

∑N
=1
Bn, (41)

S.t.


σ

( )
≤ B log2

(
1 +

Pmax

N0Bn

)
, ∀ ∈ N ,

(15e)
(15h)

(41a)

where σ
( )

is the learning accuracy. The learning accuracy
increases with the number of global iterations because more
iterations are required if the efficiency of the local compu-
tation is low. The optimal solution is obtained when (42) is
less than . Then, the constraints on the right side in (36b)
should balance the optimal solution to increase the function.
The convex problem in (37) can be reformulated to obtain the
optimal solution of the learning accuracy

∗
by addressing

sets (36a) and (36b), and can be presented as:

≥ min
0≤ ≤1

∑
=1

ϑ
(
σ

( ∗))
. (42)

Due to the convexity of function ϑ
(
σ

( ))
is an increas-

ing function of
∗
. The learning accuracy

∗
is the

unique solution to
∑

=1 ϑ ′

(
σ

(
∗
))

σ ′

(
∗
)

= 0,

which can be solved by taking the first-order derivative∑
=1 ϑ ′

(
σ

(
∗
))

σ ′

(
∗
)
. The optimal solution of the

learning accuracy should not be too small or too large to meet
the optimal

∗
of FL because the local computation time will

be higher for small learning . While using many global iter-
ations for transmission time, the learning accuracy is large.
To confirm that σ

( )
is a convex function, the learning

process is repeated continuously until the desired learning of
optimal

∗
is achieved. The global accuracy function meets

the minimum requirements, which can be defined as:( )
=

Z
φ, 0 ≤ ≤ 1

. (43)

By substituting the optimal τ ∗ in terms of an accuracy as
shown in (40), (40) can fulfil a better performance learning in
terms of accuracy with optimal τ ∗ by reformulating (40)
as:

O
( )

= τ ∗
=

(
1 −

)
T

+
σε Z log2( )

f max
,

0 ≤ ≤ 1. (44)
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From (39), the convex function σ
( )

= ϑ
(
O

( ))
is obtained by taking the first and second derivatives of
(43) and (44). From (43), the optimal

∗
is obtained by taking

the first derivative ′ ( )
= −Z /

2
≤ 0, and also the

second derivative is ′′
( )

= 2Z /
3

≥ 0. From (44), the
optimal time allocation is obtained by applying the second
derivative as O ′′

( )
= −σε Z /ln 2f max

2
, ∀ ∈ N .

By combining ′′
( )

for (44) andO ′′
( )

in (44) and substi-
tuting for σ

( )
in (42), the second derivative is σ ′′

( )
=

′′
(
O

( )) (
O′

( ))2
+

′ (O ( ))
O ′′

( )
. With refer-

ence to ′′
(
O

( ))
≥ 0 and ′ (O ( ))

, ϑ
(
O

( ))
is a

convex function.

Algorithm 2 Proposed FL To Achieve an Optimal Learning
Accuracy With Minimized Completion Time
1- Initialize Tmin minimal time allocation, Tmax maximum

allowed number of iteratio ns, and threshold value for
judging the convergence

2- repeat
3- Compute the completion time T = (Tmin + Tmax)/2
4- Achieve the minimum T as shown (36)
5- while(Tmin − Tmax) > do
6- if (36a)- ((36d) has a sufficient solution,
7- Set Tmax= T .
8- else
9- Check a better performance in (42) to get the desired

level of learning accuracy
∗
,

10- Set Tmin= T
11- Confirm that σ

( ∗)
is a convex function

12- end if
13- end while
14- until T =

Tmax−Tmin
Tmax ≤

The convergence on a stable solution that reduces the
overall completion time can be easily obtained by applying
the closed-form solution of the minimum computation fre-
quency allocation and optimal transmission power with the
Lagrangian multiplier methods. Therefore, the convergence
of our algorithm mainly depended on the properties of ADA
for solving the problem (15). In one iteration, subproblems
(21), (24), and (27) were successively solved. The learning
accuracy for FL was proposed to solve the convex optimiza-
tion problem from (36a)–(36d). The desired level of learning
accuracy φ depended on addressing the subproblem (36) and
reformulating to convexity in (40). Thus, the optimal time
allocation τ ∗ in terms of accuracy ∗ met the minimum
requirements as shown in (44).

V. SIMULATION RESULTS
Our proposed schemes ADA were compared with three
algorithms from our simulation: Power-only, CPU-only, and
Fixed. Power-only optimizes the transmission of power con-
trol to all IoT devices and sets f to its highest value to mini-
mize energy consumption, which is inspired by existing work

[35]. CPU-only optimizes f and sets the power allocation
to its highest value to minimize energy consumption [36].
Meanwhile, Fixed sets both f and transmission power to
their maximum values [10]. We considered the square area
of 1000 m ×1000 m, where IoT devices were randomly
distributed in this region. The IoT gateway to which the EN is
connected was located at its centre, and the path loss model
was 32.44 + 20log10(d), where d is the distance in meters
[37]. The standard deviation of shadow fading was 8 dB
for IoT devices, and the effective switched capacitance and
processing density of learning was represented by the noise
power density = −174 dB/Hz. The maximum IoT device
transmission power was 3 W. The FL time was 1 second
[38], and bandwidth allocation was 20 MHz. The IoT device
data size Z was randomly selected from 5 to 10 Kb. The
number of training data samples Z was randomly selected
from 100 to 800, whereas the range of CPU frequency f was
set from 0.3 to 109, and the CPU was programmed based on
the parameter δ = 10−28 [11]. The baseline in [3], [14] is
considered to compare with our solution. The suggested ADA
schemes balance the aforementioned factors by intelligently
scheduling devices, customizing the device’s transmission
rate, and maximizing each IoT device’s transmission power.
Our suggested strategies also effectively reduce energy usage
by altering CPU frequencies while optimizing the computa-
tion frequency distribution of IoT devices. To save energy, the
performance of energy consumption for the proposed ADA
does not significantly change, and only minor adjustments
occur in energy consumption starting from 21 J to 38 J as
shown in Table 1.

A. ENERGY CONSUMPTION
From Fig. 3, the performance of each algorithm, the ADA
provides less energy consumption by adjustable CPU fre-
quencies and is followed by power-only, and CPU-only.
Whereas the power-only consumes more power because of
selecting a maximum computation frequency allocation for
local training. However, the CPU-only leads to more con-
sumption of energy because the CPU-only ignores the power
optimization at transmitting a signal to IoT devices which
leads to additional interference occurring and becoming inef-
ficient to offload data. Finally, fixed has the highest energy
consumption compared to ADA proposed, power-only and
CPU- only because it chooses the maximum CPU frequency
and maximum transmission power to reduce the FL time.
From Fig. 3, the impact of a number of CPU cycles to
be treated ranging from 4 × 107 to 12 × 107, the energy
consumption greatly increases with more a number of IoT
devices, which need to fix the CPU frequency at the greatest
value in both of fixed and CPU only. While proposed ADA
offered the minimum energy consumption for both small and
large numbers of CPU cycles. Fig.3, show that the energy
consumption of both CPU-only and proposed ADA with
adjustable CPU frequencies does not change much for large
numbers of CPU cycles or if the number of CPU cycles varied
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TABLE 1. Simulation setting for ADA.

beyond 12. In comparison to the baselines, the proposedADA
exhibits a significant decrease in energy consumption.

FIGURE 3. Energy consumption related to CPU cycles.

FIGURE 4. Energy consumption related to data size.

From Fig. 4, the energy consumption with the local data
size Z is high in Fixed and CPU-only compared to Power-
only and the proposed ADA. From Fig. 4, the proposed

FIGURE 5. Energy consumption vs a number of data samples.

FIGURE 6. Energy consumption related to system bandwidth.

ADA provides the best energy consumption, followed by
Power-only, while in the case of CPU-only and Fixed, the
energy consumptions greatly increase, and the worst perfor-
mance will occur at the highest value because Fixed and
CPU-only fix transmission power. From (15a), the local
training minimizes the consumed energy of IoT devices
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by adjusting the CPU frequency and power transmission.
The proposed ADA consumes less energy of the data size
Z because the IoT devices achieve local learning on the
data. When the data size Z changes from 2 to 12, the
performance of energy consumption for the proposed ADA
does not change much and provides the changes from 1 J
to 15 J. Fig. 5 shows the energy consumption versus the
number of data samples Z . The small and large size of
the proposed ADA data samples Z provides less energy
consumption. Moreover, Power-only does not significantly
change with the proposed ADA at the increased number of
data samples. However, when the number of data samples
increases, energy consumption greatly increases and provides
the worst performance for CPU-only and fixed effects. When
the number of data samples Z changes from 50 to 350, the
performance of energy consumption for the proposed ADA
does not change much in order to save energy, and only small
changes occur in energy consumption starting from 25 J to
40 J. For Fixed and CPU-only, energy consumption increases
and changes more. In Fig. 6, we investigate the impact of
energy consumption with a different system bandwidth with
a range from 4 to 16 MHz. The energy consumption is
reduced if the allowed transmission time is larger. From (8),
the bandwidth allocation to all IoT devices will only affect
the shortest estimated waiting time. The proposed ADA and
Power-only can keep energy consumption steady and adjust
the power allocation to guarantee learning speed to all IoT
devices by enhancing channel states and more powerful com-
putation capacities. Therefore, the proposed ADA provides
less energy consumption compared to the three algorithms.
In the case of Fixed and CPU-only, energy consumption
greatly increases because a larger bandwidth requires a higher
processing speed. These figures show that the proposed ADA
still performs better energy consumption than the baselines
based on guaranteed learning speed to all IoT devices by
enhancing channel states to prevent long wait times due to
poor channels, and a slow CPU to provide efficient P levels
for the IoT devices.

B. FL TIME
From Fig. 7, both the Fixed and Power-only algorithms
selected the highest CPU frequency. This effectively reduced
the FL time due to maximum power consumption. Our pro-
posed ADA increased the CPU when more data samples
were input, in terms of FL time. Moreover, the Fixed algo-
rithm performed much better in optimizing the computation
frequency allocation f of the IoT devices, in terms of FL
time. The computation learning time and the transmission
time of IoT devices depended on FL time. From Fig. 8,
the Fixed algorithm optimized the computation frequency
allocation f by selecting the highest CPU frequency and
transmission power to reduce the FL time based on the intel-
ligent selection of active IoT devices that implement local
learning to the appropriate ENs. The other algorithms did
not change with the number of devices or completion time.
This was because the FL time was generally controlled by

FIGURE 7. Completion time related to number of data samples.

FIGURE 8. Completion time related to number of IoT devices.

one IoT device’s extended local learning time. The proposed
ADA maintained a steady energy consumption, adjusted the
power allocation, prevented long wait times due to poor
channels, andmet the FL time requirement for all IoT devices.
The proposed ADA utilized the first and second derivative∑

=1 ϑ ′

(
σ

(
∗
))

σ ′

(
∗
)
with the desired level of train-

ing learning accuracy based on a repeated number of local
iterations to ensure the global model is achieved and mini-
mize the time consumed in each round of FL.The completion
times for all algorithms do not change much at the number
of IoT devices increases as shown in Fig. 8. This is because
the FL time is primarily determined by the IoT device with
the longest local training time, which does not significantly
change when the number of IoT device is increased. From
Fig. 9, the duration of local model training depended on
the number of CPU cycles, as shown in (23). Hence, Fixed
and Power-only algorithms would increase with more IoT
device CPU cycles, setting the CPU frequency at the largest
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value. However, the proposedADA andCPU-only algorithms
would be adaptable to CPU frequencies and not change much
with the number of CPU cycles.

FIGURE 9. Completion time vs CPU cycles.

FIGURE 10. Training loss vs number of iterations.

C. CONVERGENCE BEHAVIOR
From Fig. 10, the value of training loss varied with the
number of iterations for convex and non-convex loss func-
tions. As the number of iterations increased, the training loss
decreased rapidly. This was followed by a gradual decrease in
both convex and non-convex loss functions. The completion
time in (35) was still non-convex, which reduced the overall
completion time and data exchange between IoT devices and
ENs. The total time consumption was challenging to analyze
with the local loss function, which depended on the desired
level of learning accuracy to solve the convex optimiza-
tion problem. The learning accuracy determines the trade-off
between computation learning time and transmission time by

establishing the total time as a convex function of learning
accuracy. From Fig. 10, the initial value of the training loss
F (ωi) = 105, and the value of the loss function reduced
to F (ω1000) = 1 for the convex loss function. The convex
loss function approaches were faster than the non-convex
loss function. The FL can be applied to the non-convex loss
function as it changes with the number of iterations.

VI. CONCLUSION
In this paper, we investigated the optimization of computation
frequency allocation, optimal transmission power, and the
desired level of learning accuracy to reduce energy consump-
tion completion time and improve FL performance in edge
intelligence for green IoT networks beyond fifth generation.
Also, we propose ADA by applying the closed-form solu-
tion and Lagrangian multiplier methods of each IoT device
to develop a computationally efficient resource allocation
that satisfies the FL time and reduces energy consumption
based on joint optimization of the CPU frequency and opti-
mal transmission power. The simulation results indicated
that the proposed ADA can adjust the CPU frequency and
power transmissions to reduce the energy consumption of IoT
devices at the cost of FL computing/training time. Finally,
the proposed ADA performed better than all other algorithms
by incurring the smallest energy consumption for a large
number of IoT devices and large data sizes to train the
local models. From the results, at increasing the amount of
data samples from 50 to 350, the performance of energy
consumption for the proposed ADA does not vary much in
order to save energy. By scheduling IoT devices, adapting the
transmission rate, and maximizing the transmission power of
each IoT device, our proposed schemes illustrate the balance
between the aforementioned factors. The ADA achieves the
best performance among all schemes by jointly optimizing
bandwidth and desired level of learning accuracy to cancel
self-interference and minimize the completion time until the
global model meets the optimal learning accuracy. In future
works, we will concentrate on designing efficient and robust
double deep Q-learning algorithms to provide smart packet
transmission scheduling in channel state information evolu-
tion over time in large-cognitive IoT networks.
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