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ABSTRACT Due to their vast size, the growing number of digital images found in personal archives and
on websites has become unmanageable, making it challenging to retrieve images from these large databases
accurately. While these collections are popular due to their convenience, they often need to be equipped
with proper indexing information, making it difficult for users to find what they need. One of the most
significant challenges in computer vision and multimedia is image annotation, which involves labeling
images with descriptive keywords. However, computers need to possess the capability to understand the
essence of images in the same way that humans do, and people can only identify images based on their
visual attributes rather than their deeper semantic meaning. Therefore, image annotation requires keywords
to effectively communicate the contents of an image to a computer system. However, raw pixels in an
image need to provide more information to generate semantic concepts, making image annotation a complex
task. Unlike text annotation, where the dictionary linking words to semantics is well established, image
annotation lacks a clear definition of ‘‘words’’ or ‘‘sentences’’ that can be associated with the meaning of the
image, known as the semantic gap. To address this challenge, this study aimed to characterize image content
meaningfully to make information retrieval easier. An improved automatic image annotation (AIA) system
was proposed to bridge the semantic gap between low-level computer features and human interpretation of
images by assigning one ormultiple labels to images. The proposedAIA system can convert raw image pixels
into semantic-level concepts, providing a clearer representation of the image content. The study combined
the ResNet50 and slantlet transform with word2vec and principal component analysis with t-distributed
stochastic neighbor embedding to balance precision and recall. This allowed the researchers to determine
the optimal model for the proposed ResNet50-SLT AIA framework. AWord2vec model with ResNet50-SLT
was used with principal component analysis and t-distributed stochastic neighbor embedding to improve
IA prediction accuracy. The distributed representation approach involved encoding and storing information
about image features. The proposed AIA system utilized seq2seq to generate sentences depending on
feature vectors. The system was implemented on the most popular datasets (Flickr8k, Corel-5k, ESP-Game).
The results showed that the newly developed AIA scheme overcame the computational time complexity
associated with most existing image annotation models during the training phase for large datasets. The
performance evaluation of the AIA scheme showed its excellent flexibility of annotation, improved accuracy,
and reduced computational costs, thus outperforming the existing state-of-the-art methods. In conclusion,
this AIA framework can provide immense benefits in accurately selecting and extracting image features
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and easily retrieving images from large databases. The extracted features can effectively be used to represent the
image, thus accelerating the annotation process and minimizing the computational complexity.

INDEX TERMS Automatic image annotation, deep learning, features extraction, digital learning, Slantlet
transform, technological development.

I. INTRODUCTION
Confucius’ quote highlights the importance of images in our
lives ‘‘A picture is worth a thousand words’’. Digital images
have become a ubiquitous presence in both professional and
personal lives. They are used in medical, insurance, adver-
tising, commerce, and personal events such as birthdays and
trips. This widespread use of digital images has resulted in an
exponential increase in their number, with billions of images
being stored on specialized websites. Searching for an image
from a large database can be challenging, leading to the
development of various methods for rapid and precise image
retrieval. Besides basic visual features like color and texture,
semantic labels can also be utilized. While low-level visual
functions allow for fast retrieval, using a query image as input
may only sometimes be practical for users The search of an
image from a huge database is undoubtedly a very complex
task. To overcome such problems, numerous methods have
been developed for accessing the right image rapidly and
precisely [1], [2]. Retrieving a digital image is shown through
the use of either its low-level visual elements like shape,
color, and texture or its semantic labels or keywords. A user
can search for similar images by utilizing low-level visual
features and receive a collection of visually similar images
by presenting a reference image. Although users can often
locate the desired image through this method, it is not always
a guaranteed outcome.

The significant contributions of this article are summarized
below.

1-Generated new features vectors involving ResNet50-
Slantlet transform, which increases the accuracy while main-
taining a higher level of image retrieval.

2- Enhance the performance of image coding and anno-
tating of the proposed AIA scheme by designing a decom-
position method while maintaining prediction image in
AIA.

3-Developed a new AIA system with clean descrip-
tions and semantic relationships between vectors for image
retrieval and description.

The following sections of the manuscript provide.
Section II provides background information on previous
research. In Section III, an advanced deep feature extrac-
tion approach is described. The article’s main focus is in
Section IV, where a new method for image annotation
is proposed. This new method is evaluated against other
techniques such as MBRM [3], 2PKNN [4], JEC-DF [5],
and JEC-AF [6]. Finally, the conclusion summarizes the
current findings and identifies potential directions for future
work.

II. CNN RELATED WORKS
Indeed, the rapid growth of archives of available visual con-
tent, such as photo or video sharing websites, has created
a need for indexing techniques and multimedia information
search, and more specifically images. With image annota-
tions, large collections of images can be indexed and searched
in a fast and convenient way. Image Annotation and feature
extraction are two topics wewill examine in our study, so let’s
take a closer look at what has been done in these fields
before.

A. IMAGE ANNOTATION FEATURES
It is established that all extracted regions in image annota-
tion can be represented by various features including col-
ors, textures, structures, and shapes information. In this
study, a diverse set of features characterized each image
region to increase the performance of the image annotation
algorithm in terms of the shapes extraction, computational
cost reduction for identifying most of the suitable features
extracted from the training and testing images as under-
scored below Features Extraction Method. Two categories of
features extraction methods such as global (colors, textures
and shapes) and local (corners and edges) were used. These
features are described hereunder.

1) LOCAL FEATURES
Several descriptors have been developed over the years
to describe local features, such as regions, segments, and
corners of an image. To extract these local features, numer-
ous algorithms have been used. For example, SIFT (Scale-
Invariant Feature Transformation) by Lowe [7]. is a very
popular local feature extraction algorithm. Algorithm depen-
dent on high dimension for matching that is invariant to
scale and rotation. Herbert introduced SURF, a technique
inspired by SIFT and believed to be faster than SIFT, to solve
the high-dimensionality matching problem [8]. However, the
rotational invariance performance of SURF could be better.
Reference [9] presented the Histogram of Oriented Gradients
(HOG) algorithm for identifying local features. This algo-
rithm performs better than existing methods of describing
local features, capable of categorizing the object appearances
and shapes. A critical review of relevant literature on diverse
features extraction techniques revealed that no standalone
global and local features, have proved insufficient for describ-
ing the image. Thus, for all visual aspects of an image to be
described precisely, a robust feature extraction framework is
needed.
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2) GLOBAL FEATURES
Over the last few decades, several feature extraction algo-
rithms have been developed to extract global features (colors,
textures, and shapes) from the images. A color strongly corre-
lates with an image’s objects, foregrounds, and backgrounds,
making colors the most prominent and attractive features.
The four most common color representations are the color
histogram, color moments [10], color correlogram [11] and
color co-occurrence matrix [12]. Two categories of color
spaces exist such as linear (YCBCR, CMY, YIQ, RGB, XYZ,
and YUV) and nonlinear [13]. Although the color features in
Content-Based Image Retrieval (CBIR) approaches Despite
their popularity, they are not sufficient to describe an image
fully nonlinear [14]. These color feature descriptors have
many limitations as well, including lack of perception simi-
larity and lack of spatial information. A texture lacks a proper
definition.

After considering colors and shapes of an image, texture
is the last thing left to consider [15]. Despite the fact that
the texture feature is very beneficial in the photo for CBIR,
it is also limited by several factors, such as complexity,
accuracy, and noise sensitivity. Many texture-based CBIR
systems have been proposed to improve the accuracy of
CBIR schemes. Some common texture features extraction
algorithms are Markov Random Field (MRF), Edge His-
togram Descriptor (EHD) [15], Steerable Pyramid Decom-
position (SPD) [16], and Gray Level Co-occurrence Matrix
(GLCM) [17]. Many researchers have combined shape with
color or texture to enhance the performance of CBIR sys-
tems by combining image shape with features like color and
texture. Shape features can be extracted from images based
on several algorithms, including Multi-Texton Histograms
(MTHs) [16], Curvature Scale Spaces (CSSs), and Fourier
Descriptors [17]. Generally, the shape feature descriptors
are sensitive to stability and translational, scaling, and rota-
tional invariance. To surmount such drawbacks of the existing
algorithms, different CBIR systems have been proposed to
achieve better accuracy and efficiency, texture, color, and
shape are combined [15].

B. IMAGE SEGMENTATION
Most image segmentation techniques used in research pri-
marily focus on the color space of the image. These methods
extract image visual features either globally or locally. Global
methods analyze the entire image for a set of features, while
local methods divide the image into blocks or regions and
compute a set of features for each block. This allows images
to be represented with object-level features while maintain-
ing spatial information. However, unsupervised segmentation
with region features may impact accuracy, as segmentation
performance depends on the intended use. Common algo-
rithms for image segmentation include grid-based, clustering-
based, contour-based, region growing-based, and statistical
model-based techniques. The variance intra-cluster maxi-
mization method is a highly efficient image segmentation

FIGURE 1. The general CNN configuration [27].

technique as it selects a global threshold value bymaximizing
the separation between classes in gray-level images [18].

C. AUTOMATIC IMAGE ANNOTATION METHODS USING
CNN
In this paper, a brief review of the deep learning methods
for AIA was conducted. Convolution neural network. Con-
volutional Neural Networks (CNNs or ConvNets) are a pop-
ular type of deep feed-forward Artificial Neural Networks
utilized in visual image analysis. These networks are influ-
enced by the visual detection capability of living beings.
Variants of CNN architecture, such as LeNet-5, AlexNet,
VGG, GoogleNet, and Deep Residual Learning, exist in the
literature, but they all share basic components. For example,
LeNet-5 has three fundamental layers (convolutional, pool-
ing, and fully-connected) as seen in Figure 1. It represents
the input feature representation learned by the convolutional
layer, which comprises of multiple convolution kernels for
computing diverse feature maps. Each neuron’s feature map
is connected to a nearby region in the previous layer (known
as the neuron’s receptive field). The input undergoes convo-
lution with a trained kernel before being processed with a
component-wise nonlinear activation function to produce the
new feature map. It’s important to note that before generating
each feature map, all the inputs must share the same kernel
and multiple kernels are necessary to produce all the feature
maps [19].

The ConvNet architecture features successive conventional
layers, which reduce the computational burden and broaden
the network’s perspective. This is accomplished by reducing
the spatial size of the representation and controlling over-
fitting through the pooling layer, using the MAX operation
as shown in Figure 2, which operates independently of the
response’s depth slice.

The most commonly used pooling layer in CNNs has
2 × 2 filters, which reduces the complexity of an image by
down-sampling by two in both width and height, retaining
75% of the activations [19]. CNNs have improved the per-
formance of several computer vision tasks by learning from
large amounts of supervised data. Some of the popular CNN-
based AIA and retrieval models include the combination of
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FIGURE 2. The max-pooling operation using 2 × 2 filters [27].

CNN features and semantic extension model (SEM) using
AlexNet [20], which was evaluated on standard image anno-
tation datasets. However, its accuracy was limited due to
non-uniform tags in the dataset. Another study proposed
MVAIACNN for large-scale image annotation using raw
images and shallow layers [19], which was evaluated on
MIRFlickr25K and NUSWIDE datasets. In multilabel image
annotation, the number of labels and their annotationsmust be
fixed and determined by a ranking function. The authors also
proposed a CNN-THOP for image annotation and improved
the VGG16 architecture for faster convergence and better net-
work structure. Another CNN-based approach was suggested
for annotating power grid images, which achieved 94.83%
accuracy. The authors also proposed a feature combination
technique for image annotation and retrieval and a DL and
computer vision-based framework for automatic unlabeled
coral image annotation [19]. This framework used a coral
classification CNN and validated its accuracy with human
experts. The trained coral classifier was applied to analyze
the Abrolhos Islands’ coral reefs, where a two-year increase
in accuracy was observed. However, misclassifications were
still prevalent, mainly due to time-related changes in coral
reefs and uncertain coral-non-coral boundaries.

III. RESEARCH PROBLEM DEFINITION
Several issues in the existing image annotation systems need
to be overcome. Firstly, this operation can be seen as a
function to associate the visual information represented by
the low-level characteristics (shape, color, texture, and so
forth) of the image, wherein the semantic information is char-
acterized by its keywords. Currently, the IA system’s major
challenge is bridging the semantic gaps between the low-level
computational characteristics and human interpretations of
the images. The image interpretations include the concepts of
various levels of abstraction that cannot simply be matched
with the features, which requires additional reasoning with
general and specific knowledge of one area. For instance,
the images in Figure 3(a) and (b) have the same semantic
meaning but completely different appearances. In addition,
the images in Figure 3(b) and (c) are visually similar but do
not have the same semantic meaning. Based on this descrip-
tion, it became clear that the aforementioned semantic gaps
are the main limitations of the existing image classification
systems, which need to be resolved.

FIGURE 3. Example of the semantic division and gaps.

Secondly, existing solutions need a higher rate of accuracy
Which leads to a lack of information in its entirety in circum-
stances where the created image tags and adversely affects
the retrieval image system [18]. Thus, it is important that the
image annotation solutions address this issue and to increase
accuracy to avoid the drawbacks of a possible empty label set
for images.

In addition, existing image annotation solutions suffer low
images that can be indexed based on their visual contents to be
searched and retrieved later. Although some of these solutions
employed several ML, DL, DNNs, ANNs techniques may
be prospective to bridge the existing gaps. For an effective
image annotation system, decreasing the number of labels
in the image is important. Thus, a new scheme is a robust
image classification scheme called automated image annota-
tion (AIA).

IV. ANNOTATION APPROACH ARCHITECTURE
Our proposal in this section details the automatic image
annotation approach, which presents and describe an image
annotation scheme based on deep learning and then describe
a new representation of annotation features Our automated
image annotation is then achieved by using the cooperative
training method.

A. AUTOMATIC IMAGE ANNOTATION (AIA) SCHEME
Automatic Image Annotation (AIA) aims to automatically
match an image with a set of keywords chosen from a pre-
defined lexicon. To rephrase, the input is the desired image,
and the output is a list of keywords that most accurately
characterizes the image. Though computers can quickly and
readily calculate the low-level features from colors, textures,
and shapes, they need to provide a semantic interpretation of
these features, in contrast to humans. Therefore, connecting
the dots between the low-level computational features and
human interpretation of images is the primary problem in
AIA [21], [22]. The AIA has been studied intensively in
recent years to find answers to these problems. As a result,
many theories have been presented as potential solutions to
this issue.

This section offers a comprehensive summary of the AIA
design that has been proposed. The envisioned AIA sys-
tem was implemented in three stages. In the first place, the
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FIGURE 4. Proposed ResNet50-slt training and testing framework of AIA
scheme.

training was the most important aspect of the system, and a
database of labeled images was employed for this purpose.
The second step was for the trained system to operate on the
unprocessed input and produce the annotated image. Finally,
in order to assess the efficacy of the suggested AIA system,
image retrieval was finally conducted. The initial training
stage used an automatic features extraction with ResNet50
and the standard training database. The feature vector was
quickly and generated by the automatic feature extraction
procedure thanks to the contextual awareness of the images.
Annotating the fresh image required first modelling their fea-
tures through a learning method, then generating the model
for annotation.

The raw image without annotation was used as input in
the second stage. Once the annotation model was trained,
the next step was to extract the features that would provide
the contents’ visual qualities. The model created in the first
stage was utilized to assign the appropriate semantic label to
the image based on its contents, resulting in an image with
annotations. The image was then labelled with annotations as
a consequence. The images from the annotation stage were
used as the database for the third and final stage. The system
returned a set of visually-related results in response to the
textual inquiry. Annotation made it possible to more quickly
and accurately retrieve photos based on their content. Figure 4
depicts the proposed architecture for the AIA system.

The following graphic depicts the proposed method for
AIA, which incorporates the feature extraction model paired
with Slatelet transform introduced in next section. The sug-
gested system includes the following three stages:

The new features extraction and Annotated images are
used for training so that the model may learn to generate
annotations automatically given an input image. At this stage,
the raw image is analyzed. Using the annotation model that
was previously trained, the next step is to extract visual

features from the image. An annotated image is produced as
a result of the model’s use of a trained word2vec language
model in conjunction with principal component analysis and
t-distributed stochastic neighbor embedding to provide auto-
matic correct semantic labels. Since the annotation is content-
based, image retrieval becomes simpler and more accurate in
the third phase, when it is utilized to identify a list of relevant
photos given an input text. The proposed system architecture
for automatic image annotation is depicted in the following
figure 4.

B. NEW FEATURES EXTRACTION
The main reason for the IA is the raw image pixels’ inability
to provide sufficient unambiguous information, thus creating
the semantic-level concepts between low-level language and
high-level language. the task of annotating images using deep
learning can be challenging due to the complexity and diver-
sity of natural images [23]. This implies that most Existing
features used for describing images may not be sufficient
and none of them can adequately represent the wide variety
of images found in nature. Therefore, generating new fea-
ture vectors is crucial to avoid semantic gaps, increasing the
accuracy while maintaining a higher level of image retrieval.
In this research, the anomaly detection schemes utilise the
reduced data to further reduce the computational complexity
of detection methods. This section highlights the crucial role
of feature extraction (FE) in an AIA model, transforming
raw images into meaningful features. Image features can be
broadly classified into two categories, low-level (shape, color,
texture, etc.) and high-level (representing concepts or words).
Deep learning has seen substantial progress in computer
vision with the aid of extensive imaging datasets. Through
deep learning, many features can be extracted across various
layers [2], [24], Several deep learning models are recently
proposed such as VGG [25], AlexNet [26]. In this study,
we employ pretrained ResNet-50-SLT models for extracting
deep features. The ResNet-50 designation originates from its
ability to process neural networks with 50 layers. Typically
speaking, ResNet 50 is a very large neural structure. Its
superior performance can be attributed to the many convo-
lutional layers and numerous skip connections that make up
the network.

Use ResNet50 to generate 4096-dimensional feature vec-
tors for each image. This is done by passing each image
through the ResNet50 network and extracting the output of
the final fully connected layer. The 4096-dimensional feature
vector represents the high-level features of the image that the
network has learned. Perform the slantlet transform on the
4096-dimensional feature vectors. The slantlet transform is a
type of mathematical operation that is used to extract features
from a signal. It is a type of wavelet transform that is able to
extract both spatial and frequency information from a signal.
In this case, the signal is the 4096-dimensional feature vector,
and the slantlet transform is used to extract additional features
from the vector.
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FIGURE 5. New feature extraction approach.

The resulting feature vectors from the slantlet transform
are then used as input to the LSTM for decoder. The LSTM
can use these features along with its memory of past inputs
to generate a caption for the image. Overall, the figure 5
shows the suggested feature extraction approach that is used
to extract rich and robust new feature representation from
images, by first generating a 4096-dimensional feature vector
for each image using ResNet50 and then performing the slant-
let transform to extract additional features from the vectors.

1) SLT
The SLT (Slantlet Transform) is highly regarded for its
orthogonality and two zero moments, making it an effective
method for enhancing time localization. DWT implementa-
tions that have a scale dilation factor of 2 utilize different fil-
ters compared to those with different implementations. In 2D
SLT, an image is broken down into four parts: LL (Low-Low),
LH (Low-High), HL (High-Low), and HH (High-High). The
LL component holds the overall image information, while the
LH, HL, and HH components contain information about the
edges, contours, and other details in the image. For improved
results in subsequent operations, it is recommended to ignore
the small coefficients in the image that hold no useful infor-
mation.

Complete Slantlet transform can be represented in matrix
format by

S = SLTN sSLTT
N (1)

The matrix describes the Slantlet transform of a 2D signal
(s) and the matrix (SLTN) represents the Slantlet transforma-
tion of the original signal (s). The size of s, S, and SLTN is
the same (N x N). The Slantlet transformation is applied to
the original signal, resulting in a coefficient matrix that can

be represented as follows

S =


S0,0 S0,1 · · · S0,N−1
S1,0 S1,1 · · · S1,N−1
...

...
. . .

...

SN−1,0 SN−1,1 · · · SN−1,N−1

 (2)

In the proposed method, matrix multiplication will be utilized
to calculate the SLT coefficients for image blocks. The matrix
(S) will be divided into four sub-bands (LL, HL, LH, and
HH) based on the SLT coefficients obtained from the matrix
multiplication process [27].

2) SLANTLET MATRIX REPRESENTATION
The proposed method involves transforming each block in
the spatial domain using the SLT matrix, as described in
equation (3). The size of the spatial domain block and the
SLT matrix is the same. Then, a carrier subband is selected
(either the HL subband or the LH subband) and the mean
value of this subband is calculated. This step is repeated for
all blocks in the spatial domain. The next step is to find the
maximum absolute mean value (mmax) and use it to set the
threshold. The threshold is the smallest integer greater than
mmax. The shift value is set to be greater than the threshold.
In order to ensure reversibility, a trial-and-error process is
used to find the suitable shift value. This is done by first trying
the shift value equal to (mmax + 1) and checking for errors
in the recovered image. If errors are found, the shift value is
increased.

In most cases, the shift value equal to (mmax + 1) is
sufficient. This process aims to control the quality of the
extracted image features. Increasing the shift value degrades
the visual quality, so the aim is to find the smallest shift value
that can be used while still preserving image quality. Slantlet
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FIGURE 6. Proposed ResNet50-slt training and testing framework of AIA
scheme.

transform, first employed by Selesnick to study nonstationary
signals, is an improved orthogonal DWT variant with two
zero moments and higher time localization; we pair it with
ResNet50 to extract stronger statistical characteristics inside
the images. The typical approach to DWT is a filter bank
iteration that is tree-based. The Slantlet transform cues from
the parallel filter bank layout of a DWT implementation’s
equivalent. The ‘‘Slantlet’’ filter bank, which operates in par-
allel with DWT, also uses a framework in which the product
form of fundamental filters is used. On the other hand, since
SLT doesn’t treat component filter branches as a product type,
it has more independence. When using SLT, a group of filters
will be provided, each with a length that is a power of 2.
This allows for regular output from the analysis filter bank
and reduces the required number of samples to support an
increase in the analysis by as much as a third.

gi(n) =
{

a0,0 + a0,1n, for n= 0, · · · ,2i − 1
a1,0 + a1,1n, for n = 2i, · · · ,2i+1 − 1

}
hi(n) =

{
b0,0 + b0,1n, for n= 0, · · · ,2i − 1

b1,0 + b1,1n, for n = 2i, · · · ,2i+1 − 1

}
fi(n) =

{
c0,0 + c0,1n, for n= 0, · · · ,2i − 1
c1,0 + c1,1n, for n = 2i, · · · ,2i+1 − 1

}
(3)

The Slantlet transformation can be handled more precisely if
we switch to a more generalized representation of Figure 7
The signal analysis cannot proceed without properly func-
tioning filters at scale I. As a result, the SLT filter bank uses
channels, or channels in total, to process signals of size l.
(l). Each filter is downsampled after the low pass filter and
then combined with its neighbor. The signal is downsampled
initially and then again by its time-shifted form at I = 1, 2,
3. . . ., l-1 samples earlier. As filter and linear form fragment
implementations, the following symbols are used below in
figure 8 The general equation of SLT filters.
SLT for AIC images took consideration of both factors.

Figure 4.5 show that the length of the input signal must be
a power of two or greater if the filter lengths in an SLT filter
bank are to be a power of two as well. Second, a matrix of
transformations is constructed.

When using 2D SLT decomposition, creating an approx-
imation and precise version of an image is usual practice.
In the approximation part, we have one low-frequency sub-
band (LL); in the detailed part, we have three high-frequency
subbands (LH, HL, and HH), where H and L represent

FIGURE 7. Two-scale filterbank and an equivalent structure.

FIGURE 8. Final Two-scale filterbank structure.

the high and low frequency bands, respectively. The artist’s
details are hidden in the original image’s low-frequency
subband component (LL). However, the LH, HL, and HH
subbands keep the image’s edges, contours, and other fine
elements intact. Details in the image with high coefficients
stand out against the background noise with low coefficients.
Therefore, it is preferable to avoid using such small coeffi-
cients wherever possible. This study used the SLT to extract
statistical information from AIC images in the spatial and
neutrosophic domains.

V. ResNet-50 PROPOSED
TheResNet 50 is a deep learningmodel introduced in 2016 by
He et al. with 50 layers. It has a similar structure to the VGG
networks, with 3×3 filters in the convolutional layers and an
input size fixed at 224 × 224. The design of the ResNet 50
model is straightforward, with all layers having the same
number of filters resulting in the same output size. When the
output size from the convolutional layer is halved, the number
of filters is doubled to maintain the same computational com-
plexity per layer. The model ends with an average pooling
layer and a 1000-way fully-connected layer with a softmax
activation function.

In comparison to the VGG networks, the ResNet 50 model
has fewer filters and a lower computational complexity. There
are other variations of this model, including ResNet101 and
ResNet152. The configuration of the layers in the ResNet 50
network is shown in Figure 9.
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FIGURE 9. ResNet50 model architecture.

The amount of (configurable block group) blocks at each
level varies widely and depends entirely on the ResNet archi-
tecture employed. For this example, we’ve decided to use
50 layers, and you can get a better look at them in the figure
we’ve included. As a means of inspecting a more compre-
hensive structure. The ResNet-50 architecture blocks Fully-
connected layer Different versions of the ResNet architecture
use a varying number of (configurable block group) blocks at
different levels, as mentioned in the figure above. Cfg0 This
block contains 1 Conv Layer and 2 Identity Layers. A kernel
constraint improves numerical stability, which ensures that all
weights are normalized at constant intervals. Between 2 sub-
sequent layers, we also include a Batch Normalization layer.
Cfg1 Block This block contains 1 Conv Layer and 2 Identity
Layers. This is similar to the Cfg0 blocks, with the difference
mainly being in the number of out channels in the Conv and
Identity layers being more. This block contains 1 Conv layer
and 5 Identity layers. Cfg2 This is one of the more important
blocks for ResNet as most versions of the model differ in this
block-space. Cfg3 This block contains 1 Conv Layer and 2
Identity Layers. This is the last set of Convolutional Layer
blocks present in the network. Classifier Block This block
contains an Average Pooling Layer, a Dropout Layer and a
Flatten layer. At this block, the feature map is finally flattened
and pushed into a Fully Connected Layer which is then used
for producing predictions. Finally, a Softmax activation is
applied to generate logits/probabilities. As gradient super-
highways, skip connections prevent the issues above from
occurring and keep the flow from being significantly affected.
ResNet is largely responsible for spreading the concept of
Skip Connections.

The purpose of skip connections, as the name implies, is to
skip over certain levels of a neural network and send the
output directly to the layer below, as shown on Figure 10 As a
result, the problem of Degradation is much better now. When
the skip link is included, the leftover block takes on a new
appearance:

The layer’s output is summed and sent to the next layer
via skip connections, eliminating the need for additional
parameters in the processes. This facilitates not only answers
to problems associated with picture classification, but also
segmentation, key-point recognition, and object detection.

FIGURE 10. Skip connections in ResNet50.

FIGURE 11. The ResNet50-SLT architecture.

VI. COMBINATION OF ResNet50 AND SLT
Various regional, segmental, and angular descriptors have
been created over time to better characterize certain image
elements. Many different approaches have been developed to
extract these neighborhood characteristics.

our approach can be defined local properties, and it can
classify objects based on their external look and geometric
structure. The image cannot be described using either global
or local features, as was found by a thorough analysis of
the literature on feature extraction approaches. Accordingly,
a powerful feature extraction framework is required to rep-
resent all visual features of an image here and accurately
describe the Combination details Resnt50-slt is shown on
figure 11.

In this paper, we will develop the mathematical details
of the ResNet50-SLT architecture. Consider H(x) as an
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underlying mapping to be fitted by a few layers (not necessar-
ily the entire net), where x indicates which inputs to the first
layer constitute the residual functions, i.e., H(x) − x (assum-
ing that the input and output are of the same dimensions)
(assuming that the input and output are of the same dimen-
sions). Therefore, instead of assuming that stacked layers will
approximate H(x), we allow them to do so with the explicit
goal of approximating a residual function: F(x): = H(x) − x.
This modification of the original function yields F(x+x).
After every few layers of stacking, we implement residual
learning. An elementary building block is considered, with
the formula

y = F (x,Wi)+ x (4)

The input and output vectors for the layers under considera-
tion are denoted by x and y, respectively. The desired residual
mapping is represented by the function

F
(
x,wj

)
· F =W2σ (W1x) (W1x) (5)

where stands for the ReLU and the biases have been left out
of the notation for clarity. Using a fast-track connection and
element-by-element addition, we get the result F + x. In this
case, we use the second nonlinearity in the sum (i.e., (y)). The
simplified relationships of Eqn. (5) add neither new parame-
ters nor complexity to the computation. It is essential that x
and F have the same dimensions for Eqn to hold (1). If not
(when switching input/output channels, for example), we can
use the linear projection Ws by the short-cut connections to
bring the dimensions into alignment:

y = F (x,Wi)+WSx (6)

For Eqn, we can also use a square matrix Ws. It is possi-
ble to represent several convolutional layers with the func-
tion F (x, Wi). Elements from two feature maps are added
together, one channel at a time. Consequently, we need to find
values and such that the desired -scale filterbank is orthogonal
with two zero moments. By expressing the orthogonality
and moment conditions as a multivariate polynomial system,
we obtain the following solution for and:

m = 2i

u = 1/
√
m

v =
√(

2m2 + 1
)
/3

b0,0 = u · (v+1)/(2m)

b1,0 = u− b0,0
b0,1 = u/m

b1,1 = −b0,1

q =
√
3/

(
m ·

(
m2 − 1

))
/m

c0,1 = q · (v− m)

c1,1 = −q · (v+ m)

c1,0 = c1,1·(v+1− 2m)/2

c0,0 = c0,1 · (v+1)/2 (7)

Afterwards, thresholding is performedAfterwards, threshold-
ing is performed, where a sufficient threshold is selected to
eliminate the SLT coefficients that lack significant energy.
The features of various PQ disturbances are extracted using
the coefficient of at each decomposition level as exhibited in
Algorithm 1.

As an example, it’s easy to see how going from 3 channels
to 32 channels, using a simple 7×7 kernel convolution layer,
increases the number of parameters by 4736. The training
of the model becomes even more difficult as the number
of layers grows. So, to train effectively, more memory and
computational capacity are needed.

Algorithm 1 ResNet50-Slantlet Transform
Input: image slantlet transform
Output: features extraction

1: convert image to gray
2: convert image to four sub domains
3: compute s = 1 / sqrt (2) ∗ np. array ([1, 1], [1, -1])
4: For i in to 2, n+1
5: a. compute b=1 / sqrt (1 + 4 ∗ a∗2)
6: b. a = 2∗b∗a
7: c. compute points q1, q2, q3, q4
8: d. If i == 2:
9: i. calculates b1 and b2
10: ii. s = (1 / sqrt (1)) ∗ con ([b1, b2]) @ z
11: e. else:
12: calculate matrix b1, b2, b3 and b4
13: s = (1 / sqrt (2)) ∗ con ([b, 1b2, b3, b4]) @ z

feat(conv) = (feat/ (mxn)) + s
14: End
15: End

Accuracy is a significant problem because of the increased
complexity of neural networks used by modern networks.
Parameter counts in these models expand exponentially as
their depth grows. CNNs, also known as convolutional neural
networks, have convolutional layers as its foundation.

VII. ResNet50–LSTM MODEL
The motivation behind Automatic Image Annotation (AIA)
is to improve the accuracy and efficiency of existing image
annotation systems. This is because existing solutions have
low accuracy rates and lack of information in image tags,
making image retrieval systems less effective. To overcome
this, AIA uses a combination of word2vec, PCA, and T-SNE
to increase the number of labels in an image and improve
accuracy. The algorithm detects neighboring words to anno-
tate more words within an image. The system utilizes the
ResNet-50 and an LSTM, with the final fully connected layer
of the ResNet-50 model being used as the input to the LSTM.
The goal of AIA is to create an image annotation system
that accurately captures information within an image and
provides relevant labels for a more efficient image retrieval
system.

The proposed model, ResNet50-LSTM, combines the
advantages of convolutional neural networks (CNN) and
recurrent neural networks (RNN). The model consists of two
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main components: the first component is made up of con-
volutional and pooling layers, which perform mathematical
operations to develop the features of the input data, while the
second component is made up of LSTM and dense layers,
which exploit the generated features. The ResNet-50model is
a CNN that is trained to extract features from an input image.
It consists of several layers, including convolutional, max
pooling, and fully connected layers. The output of the final
fully connected layer is a feature vector that represents the
image, known as the image embedding. The LSTM is a type
of RNN that is trained to predict a sequence of labels based on
a sequence of inputs. The proposed ResNet50-LSTM model
consists of five convolutional layers with 64, 128, 256, 512,
1024, and 2048 filters of size (3), followed by two max
pooling layers with size (2), an LSTM layer of 2048 units,
a dense layer of 512 neurons, and an output layer of one
neuron. An illustration of the proposed model’s architecture
is shown in Figure 12. To merge ResNet-50 with an LSTM,
utilized the output of the final fully connected layer of the
ResNet-50 model as the input to the LSTM. In this case, the
input to the LSTMwould be the embedding of the image, and
the output of the LSTMwould be the predicted label or labels
for the image.

Mathematically, this can be represented as follows: Let
X be the input image and F be the output of the final fully
connected layer of the ResNet-50 model. F = ResNet50(X)
where F is the image embedding. Let Y be the output label
or labels for the image and L be the LSTM model. Y =
LSTM(F) where Y is the predicted label or labels for the
image. The above steps can be represented in one equation
as Y = LSTM(ResNet50(X)).

VIII. NEW WORD EMBEDDING PCA AND T-SNE
The dimensionality of a dataset can be decreased in a non-
linear fashion using a technique called stochastic neighbour
embedding. Combining principal component analysis (PCA)
and stochastic neighbor embedding (SNE) improves data
presentation. Simply said, SNE is an attempt to express a
high-dimensional data matrix (X) in a low-dimensional space
(Y). Since the points are placed by being drawn to similar
points and repelled by different ones, the process produces
a clustering approach. This is done by describing the high-
dimensional Euclidean distance as a probability pij and then
match it to a probability qij from a low-dimensional space.
Initially, the positions in the low-dimensional space are ini-
tialised at random. In contrast to the non-symmetric prob-
ability used in the initial SNE implementation, symmetric
SNE is a more recent variant. Through the use of symmetric
probabilities, symmetric SNE is able to pair high-dimensional
pij with low-dimensional qij values. Two data points’ pij
and qij can be determined using the following equations for
symmetric SNE:

pij = exp(− ∥ xi− xi ∥ 2/2σ2)/
∑

k6

= lexp(− ∥ xk− xl ∥ 2/2σ2) ∗W (8)

and

qui = exp(− ∥ yi− yj ∥ 2)/6k66

= 1exp(− ∥ xk − y ∥∥ 2) (9)

where 2 is the variance of the Gaussian curve, which is
set to 1/2 for every qij since the density is less likely to
change considerably from one location to another in that
instance. Symmetric SNE seeks to accurately represent each
pij by modeling it with a corresponding qij. Keeping to the
original in such a way means retaining as much of the local
form as feasible, as was previously mentioned. Particularly,
symmetric SNE would rather not model a small qij with a
high pij, while the converse is less of an issue. The following
expression gives the non-symmetric Kullback-Leibler diver-
gence cost function that captures this property.

C = KL(P ∥ Q) =
∑

I
∑

jpijlog pij/qi (10)

For every I j, the Gaussian curve’s variance 2 must be stated.
The symmetric SNE ‘‘perplexity setting’’ is a tool that can
be used to achieve this goal. The perplexity setting is a
global parameter that stands in for the effective number of
neighbors each point in the algorithm must take into account.
By adjusting the user-specified perplexity, one may calculate
the variance of the Gaussian curve for pij as: Perplexity
(Pi)=2Pi, where Pi is the Shannon entropy corresponding to:
The optimization procedure aims to reduce the overall

Kullback-Leibler divergence cost. One method for accom-
plishing this is through (random) gradient descent on the
relevant gradient. Formulas for the gradient and gradient
update are as follows

xi = 4j(piigiij)((xiyi) and Y(t) = Y(t1)+ C/Y

+ (t)(Y(t1)Y(t2)respectively. (11)

where is the learning rate and (t) is the momentum at the
current iteration t (first specified as a parameter). As there is
not enough low-dimensional space to describe all the pairwise
high-dimensional relations, SNE tends to cluster data points
in the middle of the graph. T distributed stochastic neighbour
embedding is a non-linear dimension reduction method that,
like SNE, solves the over crowdedness issue. Both SNE and
t-SNE use a stochastic method to reduce data from a high-
dimensional space to a lower-dimensional one, hence they
function similarly. Instead of the normal distribution used
by SNE, a student t-distribution with one degree of freedom
is employed by t-SNE to represent the qij’s. Because the
t-distribution has wider tails, this modification helps allevi-
ate the congestion issue. Thus, t-SNE is superior than other
methods for modelling big paired high-dimensional distances
by huge low-dimensional distances. Thus, it can be written as

qij = (1+ ∥ yiyj | 2)1k6 = 1(1+ ∥ ykxl ∥ 2) (12)

Additionally, this modification alters the shape of the gradi-
ent function, making optimization simpler. Considering how
closely connected it is, the updating strategy can still be
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FIGURE 12. Proposed ResNet-50–LSTM model architecture with Fifth convolutional layers, a two-pooling layer, a LSTM layer, a fully connected layer and
an output layer.

applied. For T-SNE, this translates to a change in the gradient
of

Cxi = 4j(piicij)(xiyj) = (1+ ∥ xiyj ∥ 2) (13)

Momentum and learning rates are capped. Exaggerating the
significance of early pij’s can be useful as well. T-SNE is
a viable approach to displaying larger datasets seen in real-
world research, and it performs well when used to visualiza-
tion tasks. The t-sne technique is a non-linear approach to
reducing the number of dimensions. The algorithm in T -SNE
computes the degree of similarity in both high- and low-
dimensional spaces. The next step involves utilizing an opti-
mization technique, such as the gradient descend approach,
to reduce the gap between the two spaces’ levels of sim-
ilarity as much as possible. Here are a few characteristics
of T-SNE.

The T-SNE algorithm is used to reduce the dimensionality
of high dimensional data points. It’s a non-linear method that
adapts to the data and performs different transformations in
different regions, which makes it a very flexible algorithm.
The T-SNE algorithm is often used in finding structures
where other dimensionality reduction algorithms fail. The
model uses a given image feature and a caption prefix to
generate a new caption word by word. Initially, each caption
contains only the artificial start sequence. The image feature
vector and the caption are passed to the model. The model
then predicts the word from the vocabulary with the highest
probability of following the given caption prefix and image
feature. The predicted word is appended to the caption and
passed back to the model in an iterative process. an image
using the proposed model terminates in two ways. The first
stopping criteria is when the model predicts the artificial end
sequence as the next word. In this case, the caption generation
process ends and the final caption is returned. The second
stopping criteria is a pre-defined upper bound on the caption
length. If the length of the generated caption exceeds the
pre-defined limit, the caption generation process ends and

the final caption is returned. The pseudocode in Algorithm 2
presents an illustration of the process:

IX. SENTENCE GENERATION
A Seq2Seq model is used for image annotation by converting
the input image features into a fixed-length context vector
and then using this context vector to generate a sentence
describing the image. The input image features are first pre-
processed to have a unified length and are then transformed
into a word vector representation. The encoder component
of the model processes the input image features to produce a
context vector, which summarizes the information in the input
sequence. The decoder component then takes this context
vector as input and generates the output sequence, which is a
sentence describing the image. The model uses an embedding
layer to convert the input data and the output into 2D arrays
with dimensions (sequence_length, vocab_size).

Input(t)

=

Black
Dog
Happy
PlayGrass
on



1 32 2 0 . . . . . . 0 0 0 0
123 56 3 34 . . . .. 143 345 0 0
3 22 4000 58 . . . . . . 760 501 0 0
3 2 941 1 . . . . . . 0 0 1 0
888 331 184 1 . . . . . . 1 0 0 0
198 270 76 0 . . . . . . 1 0 0 10
45 78 0 0 . . . . . . 1 0 0 0


MAX_LEN: to unify the length of the input sentences
VOCAB_SIZE: to decide the dimension of sentence’s one-
hot vector EMBEDDING_DIM: to decide the dimension of
Word2Vec with PCA-T-SNE. algorithm that can be used to
convert tag words to sentences in image annotation Figure 14
illustrate is a sequence-to-sequence (Seq2Seq) model with an
attention mechanism. The basic idea of this algorithm is to
encode the input sequence of tag words that take from PCA-
T-SNE into a fixed-length vector representation, and then
decode this representation into a sequence of words that form
a coherent sentence.
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Algorithm 2 The Proposed AIA Pseudocode
Input: Image Set, the feature set F of Image Set, label set W
Output: Prediction results W’ of AIA

1: For an untagged image feature Fi do
2: For image feature FI In F do
3:

d
(
F ′,Fi

)
=

√√√√4096∑
l=1

(
F ll − F ′i

)2
4: end for
5: sort d (F, F) in descending order
6: get the neighbourhood feature group N(I i,K) according to
Word
7: get the tags Cl (I i) of each image in N(I i,K)
8: For w in Cl (I i) do
9: For F z in N (I, k) do
10: If w belongs to the image whose feature is F z then
11:

smr
(
F ′,F z

)
=

1

1+ exp
(
θdi

(
F ′,F4

))
12:

p
(
w | I ′

)
= p

(
w | I ′

)
+smr

(
F ′,F z

)
13: end for
14: end for
15: sort smr

(
F ′,F z

)
in descending order

16:

a =

∑m
l=1 xl × smr

(
F ′,FL

)∑mm
l=1 smr

(
F ′,FL

)
17: For w in Cl (I i) do
18: For wi, In W
19:

wi ← ϕ (sim (wi,w)) ≥ ∂

20:

addwitocle
(
I ′

)
p (wi | I ) = p(w | I )·ϕ (sim (wi,w))

21: end for
22: end for
23:

p
(
w′i | l

)
= p(w | l)∪p (wi | l)

24:

sortp
(
w′i | l

)
inascendingorder

25:
26: Select the top-a p

(
w′i | l

)
and finding the corre-

sponding word
27: Add wi, In W
28: end for
29: Output Prediction results W’

The decoder, which can also be a LSTM network, takes the
fixed-length vector representation generated by the encoder
and generates the output sequence (in this case, the caption
for the image). The Seq2Seq model aims to maximize the

FIGURE 13. Model prediction flowchart.

FIGURE 14. Model Seq2Seq for sentence generation.

likelihood of the generated caption given the input image
and the learned parameters of the model. The final goal is to
produce a caption that is descriptive, accurate and coherent
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with the image content.

output(S) =

Black Dog Happy PlayGrass on

1 0 1 0 . . . . . . 0 0 0 0
1 1 0 1 . . . .. 1 1 0 0
1 1 1 1 . . . . . . 1 1 0 0
1 1 1 1 . . . . . . 0 0 1 0
1 1 1 1 . . . . . . 1 0 0 0
1 1 1 0 . . . . . . 1 0 0 1
1 1 0 0 . . . . . . 1 0 0 0


The Seq2Seq model with an attention mechanism can be
seen as a combination of the encoder and decoder, where
the encoder processes the input sequence to produce a fixed-
length vector representation, and the decoder uses this rep-
resentation to generate the output sequence. The attention
mechanism allows the decoder to focus on specific parts of
the input sequence while generating the output, which can
lead to improved accuracy. The general pseudocode for the
Seq2Seq model with an attention mechanism is shown in
Algorithm 3 and can be summarized as follows:

1) The input sequence is passed through the encoder,
which is typically a ResNet50 or LSTM network,
to produce a fixed-length vector representation.

2) The decoder takes this fixed-length vector representa-
tion as input and generates the output sequence word
by word.

3) The attention mechanism allows the decoder to focus
on specific parts of the input sequence when generat-
ing each word in the output sequence, improving the
accuracy of the model.

Algorithm 3 The Generate Sentence of AIA
1: Input: tag words sequence (t1, t2, . . . , tn)
2: Output: sentence (s1, s2, . . . , sm)
3: Encode the input sequence: h = ResNet50 (t1, t2, . . . , tn)
4: Initialize the decoder’s hidden state: s= LSTM.init_state(h+t)
5: Initialize the attention weights: alpha = attention.

init_weights(w)
6: Initialize the output sequence:
7: output = [s]
8: For each target word in the output sequence:
9: a. Compute the attention weights:
10: alpha = attention (h, s)
11: b. Apply the attention weights to the input:

c = h ∗ alpha
12: s = decoder (s, c)
13: d. Generate the next word in the output sequence:
14: e. Word vectors representation 4096
15: word = output layer(s)
16: f. Add the word to the output sequence:
17: output. Append(word)
18: end for
19: Return the output sequence as a sentence.

The Seq2Seq model with an attention mechanism is a pow-
erful tool for image captioning. It takes in an image and out-
puts a sentence describing the image. The input image is first
passed through a CNN to extract features. These features are

TABLE 1. Each database contains detailed information.

then processed by the encoder, which is typically a ResNet50-
LSTM network. The encoder produces a fixed-length context
vector that summarizes the information in the image features.
The decoder, also typically an ResNet50 network, then takes
the context vector as input and generates the output sentence
word by word, using the attention mechanism to focus on
specific parts of the image features as needed.

X. DATASET
In the experiments, three well-known image annotation
databases were used: Corel-5K, ESP-Game, and Flickr8k.
The Corel-5K database is a popular database for image anno-
tation and search, and has a vocabulary of 260 keywords that
were used for both training and testing. This database consists
of 4,500 training images and 500 testing images, divided
into 50 categories with 100 images in each category. Each
image is annotated with 1 to 5 keywords with an average of
3.4 keywords per image.

The ESP-Game database was used in the experiments, with
a subset of 20770 images. This subset includes 18689 images
for training and 2081 images for testing, with a vocabulary of
268 keywords. The images are annotated with an average of
4.7 keywords per image.

The Flickr8k database has a collection of around 8,000
natural images that come with a vocabulary of 220 keywords,
on average 5.7 keywords per image. It comprises of 8,000
training images and 1,000 test images. A comprehensive
examination of the database can be found in Table 1.

Table 2 displays a visual representation of the sample
images and their annotations taken from the Corel-5k, ESP-
Game, and Flickr8k databases that were used in the experi-
mental section. The table provides a visual representation of
the images and the keywords or annotations associated with
each image. For instance, the second image in the Corel-5k
database is depicted with the annotations ‘‘sky,’’ ‘‘jet,’’ and
‘‘plane.’’ This provides a clear idea of the type of images and
annotations included in each of the datasets.

XI. PERFORMANCE EVALUATION
The quality of an image annotation system can be evaluated in
two main categories: annotation measures and per-word mea-
sures. Annotation measures evaluate the overall performance
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TABLE 2. Examples of images from test bases.

of the system on a set of images, while per-word measures
evaluate the performance of the system on a word-by-word
basis. Some of the metrics used in the literature for evalu-
ation of image annotation systems include accuracy, recall,
precision, F1 score, and mean average precision (MAP).

Thesemetrics provide different aspects of the system’s per-
formance and can be combined to give a more comprehensive
evaluation of the system. Accuracy measures the percentage
of correctly annotated images. Recall measures the propor-
tion of annotated images that are correctly retrieved. Precision
measures the proportion of retrieved images that are correctly
annotated. F1 score is a balance between precision and recall
and provides a single number that summarizes the overall per-
formance of the system.MAP computes the average precision
of the system by averaging the precision scores of each image
in the test set. In conclusion, various metrics can be used to
evaluate the quality of an image annotation system, and it is
important to choose the appropriate metrics that best align
with the goals of the particular application.

A. PRECISION AND RECALL
Precision can be defined as the proportion of correctly anno-
tated keywords among all the keywords predicted by the
model. It measures the accuracy of the image annotation
system in correctly annotating the keywords. Precision is
calculated as the number of correctly annotated keywords
(m3) divided by the total number of predicted keywords (m2).
Precision provides ameasure of the relevance of the keywords

generated by the system [36].

Pe =
m3

m2
(14)

Precision measures the accuracy of the model in terms of
the number of correct keyword annotations in the image,
in comparison to the total number of annotations made by
the model. In other words, precision gives an idea of the
percentage of keywords that are correctly annotated by the
model, out of all the keywords that the model annotates [37].

Re =
m3

m1
(15)

B. F-MEASURES
The F-Measure is aweighted harmonic average that combines
recall and accuracy, which is given by [38]:

Fα =

(
1+ α2

)
(PR)

α2P+ R
(16)

The parameter α (α >= 0) provides the ability to assign
greater or lesser weight to accuracy. If α = 1, recall and accu-
racy have equal weight, and the F-Measure can be represented
using the E score, as expressed by the following formula [39]:

F =
2PR
P+ R

= 1− E (17)

C. N+

The N+ metric measures the coverage of vocabulary by
the annotation system. It evaluates how many words were
correctly assigned to at least one test image, which means it
calculates the number of words with positive recall that were
successfully assigned by the method [39]. By determining the
number of words with positive recall, this metric provides an
insight into the amount of vocabulary used by the annotation
system.

XII. EVALUATION CRITERIA SELECTED
The performance of the improved automatic image annota-
tion (AIA) system was evaluated by using standard datasets
and commonly used measures in the field of image annota-
tion. These measures included recall, accuracy, F-measure,
and N+. Recall measures the ability of the system to retrieve
all relevant keywords for an image, accuracy measures the
overall accuracy of the system in assigning keywords to
images, F-measure is the harmonic mean of precision and
recall, and N+ measures the amount of vocabulary covered
by the system. The annotation rate is another measure of
annotation performance [40].

A. EXPERIMENTS RESULTS
Metrics evaluating the efficiency of the ResNet-SLT trans-
formation in feature extraction were analyzed. As shown
in Table 3, these descriptors were able to categorize data
from three datasets. When compared to other descriptors, the
ResNet50-SLT transform clearly excelled. Achieved classi-
fication accuracy was around 98% and 95% on the training
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TABLE 3. The classification accuracy of the retrieved images obtained
using ResNet50-SLT.

and testing versions of the Flickr8k dataset, respectively.
For the Corel-5K dataset, the PLSA-WORDS approach sim-
ilarly obtained 95% classification accuracy. When examined
on the ESP-Game dataset, the GAN [28] method achieved
around 89% of classification accuracy, the SEM [29] method
achieved as much as 96% of classification accuracy, and the
ResNet50-SLT method achieved as much as 98% and 95% of
classification accuracy, respectively. Experiments conducted
on the Corel5k, ESP Game, and Flickr8k datasets all yielded
extremely promising results.

After evaluating the suggested method’s accuracy perfor-
mance on the Corel5k dataset, as a result, reached the follow-
ing conclusions. ResNet50-SLT was the most precise method
(98%), When compared to more standard approaches,
ResNet50-SLT and SEM schemes performed exceptionally
well in terms of classification accuracy (Table 1 and 2).
When applied to the ESP-Game, the accuracy performance
of the developed approaches was quite promising. The
ResNet50-SLT method has the highest accuracy (91%), fol-
lowed by the GAN method (87%). ResNet50-SLT and SEM
schemes had the best classification performances on images’
features compared to other methods that have been published
(Table 3).
Figure 15 shows the training and testing dataset accuracy

for the fully-connected NN model. The training set accuracy
did not exceed the testing set accuracy, implying that the
model could not over fit.

B. EXPERIMENTAL SETUP
TPython was used for development, and the deep learn-
ing (DL) frameworks Keras [31] and TensorFlow were
put into place to create the suggested AIA system [32].
backend. Python was utilized as a sleeve to encapsulate
all actions during the testing and training of the dataset.

FIGURE 15. Classification accuracy curve for the best fully-connected NN
in Flickr8k database.

FIGURE 16. Summary of the proposed ResNet50-LSTM configuration.

To begin, Python 3.5 was added to the predetermined envi-
ronment. Python packages TensorFlow and PrettyTensor
were then installed. Figure 16 summarizes the proposed
ResNet50-LSTM configuration.

When building NNs in TensorFlow, PrettyTensor [41]
made the process considerably more streamlined, allowing
developers to spend more time on the design model and fewer
hours on the implementation details. Using three industry-
standard benchmark datasets, the ResNet50-LSTM model’s
accuracy and consistency were evaluated. To address these
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fresh AIA issues, researchers turned to the full CNN annota-
tion system. The system integrated and blended the retrieved
characteristics using the CNN architecture to maximize the
benefits of the unique AIA framework. At first, it defined the
datasets and assessed the indicators. Second, the validation
results were briefly given and discussed for each methodol-
ogy. Finally, the performance of the suggested model was
evaluated in contrast to existing cutting-edge image anno-
tation techniques. Several examples were also supplied to
help illustrate the image annotation process and its underlying
principles.

C. RESULTS
When deep models like ResNet50 are used to annotate
images, the overall efficiency of the model increases. When
looking at the BLEUmetric in particular, this becomes imme-
diately apparent. In this section, we will first examine the
function of ‘‘soft attention’’ in AIA.

A significant improvement in the model’s performance is
shown after the incorporation of the soft attention mecha-
nism. The BLEU efficiency index rises as a result of using
the soft attention technique. In addition, when the generator
model has been trained, there are two queries to be run.
One is whether or not the model actually generates new
descriptions, and the other is whether or not those descrip-
tions are diverse, high-quality, and easy to understand for
humans. Additionally, we have conducted an additional set
of experiments that include human judgment in our overall
performance evaluation.

According to the findings, the model with soft attention
produces 71% more accurate captions than the one without,
and this improvement is sustained throughout a broader range
of caption lengths and complexity. As a result, we paid special
attention to the soft focus while conducting our AIA-based
studies. These are examples of subtitles produced by our
proposed ResNet50-SLT system.

Annotation examples (Actual and prediction) from training
and testing iterations of each dataset are shown in Table 4.
The proposed AIA approach effectively extended the labels
The proposed model analyze the results in relation to those of
other currently available image adapting infrastructures. The
experimental results shown in Table 5 obtained using the pub-
lic dataset Flickr8k ResNet50-SLT were %85 precision, %83
recall, and %85 f1-score, with a N+ of 285, and for Corel5K
database were %78 precision, %80 recall, and %81 f1-score,
with a N+ of 290, Esp-Game reached to %84 precision, %78
recall, and %80 f1-score, with a N+ of 270. The proposed
model outperforms the alternatives, demonstrating it is good
at encapsulating visual information. Our research proves that
AIA works well by merging ResNet50-SLT, LSTM, and soft
attention into a single model.

D. COMPARATIVE PERFORMANCE EVALUATION OF THE
PROPOSED METHODS WITH OTHERS
Table 6 presents the experimental results obtained using the
proposed AIA system on three datasets when compared with

TABLE 4. Examples of each dataset used by the proposed AIA system.

other works. As mentioned above, the proposed AIA system
was implemented in a public DL software Keras [31] and
Tensorflow [32]. The weights in the neural networks (NNs)
were initialized using Keras, and all layers in the deep net-
work were initialized using the ADADELTA method [33].
The entire network was trained using a Dell Precision T1700
CPU system with 16 GB of memory. The classification
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TABLE 5. The results generated by the suggested model.

FIGURE 17. A comparison of the results obtained using the proposed
approach applied on dataset (Flickr8k) with others.

accuracy of the deep learning (DL) system was evaluated
using the procedure outlined in Table 6, which summarizes
the proposed ResNet50 configuration based on the Kears
library. The average experimental values of precision, recall,
and F-measure for the proposed ResNet50 model on each
dataset were compared to other results found in the literature,
as depicted in figure 17.
The proposed AIA-ResNet50-SLT method achieved bet-

ter results compared to other methods such as CNN-THOP,
SEM, and GAN, which are considered more suitable for
annotation tasks as they have improved recall and precision.
Additionally, when applied to the Flickr8k, Corel5K, and
ESP-Game datasets [42], the proposed AIA system achieved
higher recall and F-Measure values. Implemented on three
different datasets, the newly developed AIA system pro-
duced the most effective features through automatic feature
extraction and object learning representation. In addition, the
proposed AIA system attained the highest F-value compared
to other, indicating its effectiveness and robustness. The per-
formance of the proposed AIA approach when implemented
on the Flickr8k dataset followed the trend of and shown in
figure 17: ResNet50-SLT approach and CNN-THOP attained

FIGURE 18. A comparison of the results obtained using the proposed
approach applied on dataset (Corel5K) with others.

the highest P (85%). ResNet50-SLT approach achieved the
highest R (83%) compared to CNN-THOP (78%); ResNet50-
SLT technique produced the highest F1 (85%) compared
to all other existing algorithms (66%) with a difference
of 19%. Furthermore, the ResNet50-SLT method produced
the highest N+ with CNN-THOP (285) compared to the
one attained by other algorithms (270) [2], [5], which was
improved by at least 3. Results in Table 6.3 clearly indicated
that the ResNet50-SLT approach and CNN-THOP provided
the largest N+. In addition, the difference in F1 between
ResNet50-SLT approach and SEM was discerned to be %21,
indicating that ResNet50-SLT approach outperformed the
SEM in terms of annotation performance.

The performance of the proposed AIA approach was eval-
uated using the Corel-5k dataset, as shown in figure 18.
It was found that the ResNet50-SLT approach and the CNN-
THOP approach achieved the highest precision at (78%).
The ResNet50-SLT approach also had the highest recall at
(80%), whereas CNN-THOP had (72%). Additionally, the
ResNet50-SLT method had the highest F1 score at 81%. Fur-
thermore, the ResNet50-SLT method produced the highest
N+ with CNN-THOP (240) compared to the one attained by
other algorithms (290) [43], [44], which was improved by at
least 4. Additionally, The F1 scores of ResNet50-SLT show
a 15% difference between its performance and that of CNN-
THOP, indicating that ResNet50-SLT performed better.

The proposed AIA approach was applied to a dataset
called ESP-Game performance, as shown in figure 19, and
it was found that the ResNet50-SLT approach and the CNN-
THOP approach achieved the highest precision at (80%).
The CNN-THOP approach also had the highest recall at
80%, whereas the ResNet50-SLT approach had the highest
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TABLE 6. Experimental results obtained using the proposed AIA system on three datasets when compared with other works.

FIGURE 19. A comparison of the results obtained using the proposed
approach applied on dataset (ESP-Game) with others.

F1 score at (84%). Additionally, the ResNet50-SLT method
had the highest annotation performance with a score of 258,
which was 4 points better than the scores of other algorithms.
ResNet50-SLT score difference between ResNet50 and SLT
and the CNN-THOP approach was (24%), indicating that the
ResNet50-SLT approach performed better in annotation.

XIII. CONCLUSION
This paper presents a novel approach for annotating images
that combines the features of ResNet50-SLT and informa-
tion from neighboring images. The system utilizes low-
level and high-level features, such as shape, texture, and
color, to characterize each image. An algorithm for seman-
tic extension is introduced and its implementation details
are provided. This study aimed to address the challenge of
accurate image description and retrieval, while also reducing
the computational complexity of existing approaches. The
proposed AIA system, which combines ResNet50-Slantlet
transform and word2vec with principal component analysis
and t-distributed stochastic neighbor embedding, achieved
impressive results on popular datasets such as Flickr8k,
Corel-5k, and ESP-Game. Specifically, the system demon-
strated a higher level of accuracy in image retrieval, while
also decreasing computing complexity. While this study rep-
resents a significant step forward in the field of computer

vision and image annotation, further research is needed to
address the remaining challenges, such as the semantic gap
between low-level computer features and human interpre-
tation of images. The study assesses the impact of various
ResNet50 architectures on the experiment results using three
datasets: Corel5K, ESP-Game, and Flickr8k. The results indi-
cate that the proposed method balances precision, recall, and
F-measure using ResNet50-SLT. While the training phase of
an image annotation model can be computationally demand-
ing, especially with large datasets, the proposed method is
efficient regarding its results. Compared to traditional meth-
ods, the present approach can overcome some challenges
of requiring more resources and time to train the model.
Despite being computationally intensive, the method is still
time-efficient when used with large training datasets. The
AIA system suggested in the study underwent a performance
evaluation on the Flickr8k dataset, resulting in the highest
precision score of 85% and the highest recall score of 83%.

On the other hand, the ResNet50-SLT method scored the
highest F1 score of 85%. In addition, the ResNet50-SLT
approach generated the highest N+ score with 285 words.
The proposed image representation was superior to exist-
ing approaches published in the literature after a thorough
performance evaluation utilizing experiments, making it a
safe bet to be recommended as a preferred way for image
retrieval tasks. In conclusion, the visual words integration
of ResNet50-SLT can provide good retrieval performance,
in addition to the advantages of fast indexing and scalability,
depending on the image collection.
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