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ABSTRACT Sentiment analysis has become popular when Natural Language Processing algorithms were
proven to be able to process complex sentences with good accuracy. Recently, pre-trained language models
such as BERT and mBERT, have been shown to be effective for improving language tasks. Most of the
work in implementing the models focuses on fine-tuning BERT to achieve desirable results. However, this
approach is resource-intensive and requires a long training time, up to a few hours on a GPU, depending on
the dataset. Hence, this paper proposes a less complex system with less training time using the BERT model
without the fine-tuning process and adopting a feature reduction algorithm to reduce sentence embeddings.
The experimental results show that with 50% fewer sentence embeddings, the proposed system improves
the accuracy by 1-2% with 71% less training time and 89% less memory usage. The proposed approach has

also been proven to work for multilingual tasks by using a single mBERT model.

INDEX TERMS Sentiment analysis, natural language processing.

I. INTRODUCTION

Recently, researchers have shown considerable interest in
pre-trained language models such as BERT for Natural
Language Processing (NLP) tasks due to their promising per-
formance. Among others, sentiment analysis has been shown
to be successful using these models. Sentiment analysis is
also known as opinion mining. Sentiment analysis aims to
automatically identify the sentiment polarity of textual data
[1]. Applications benefiting from this technology include
movie reviews, customer service reviews, product reviews,
and others where customer feedback and suggestions are
collected and analyzed to improve the product.

Natural language processing began in the 1940s [2] using
rule-based methods, statistical learning methods, and deep
learning methods. Natural language processing continues to
evolve and has gained increasing interest. Pre-trained lan-
guage models have been trained with enormous corpora,
such as Wikipedia. The model is then fine-tuned with spe-
cific downstream tasks without training from scratch. Some
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of the earlier models based on Long Short-Term Memory
architecture (LSTMs) are ULMFIT [3] and ELMO [4]. Since
Transformer [5] was introduced, the later models rely on
attention mechanisms such as GPT [6], GPT-2 [7], GPT-3 [8],
BERT [9], XLNET [10], Megatron-LM [11], and T5 [12].
There is plenty of work on fine-tuning the BERT model
in training the BERT model for a specific downstream task.
Some of the examples are the fine-tuning BERT with SST-5
dataset [13], aspect-based sentiment analysis using BERT
[14], fine-tuning BERT for multi-label sentiment analysis
in unbalanced code-switching text [15], BERT-BiLSTM for
sentiment orientation prediction of investors and consumers
in the energy market [16], white supremacist classification
using BERT [17], news text classifier by fine-tuning BERT
model [18], fine-tuning the BERT model to obtain contextual
word embeddings for Persian rumor verification [19], web
page classification by fine-tuning the BERT with DRIMN
[20], and others. Fine-tuning is required to update the BERT
pre-trained parameters with an additional output layer to
improve the accuracy of the model for the a specific purpose.
However, fine-tuning is a resource-intensive process requir-
ing an expensive GPU with high memory, which causes some
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work not to benefit from the pre-trained language model [21].
In this case, researchers require high investment to enjoy the
good performance of the pre-trained language model.

Thus, some works have attempted to compress the
pre-trained BERT [9] using a few methods, such as quantiza-
tion, knowledge distillation, pruning, matrix decomposition,
and dynamic inference acceleration [21]. These works show
improvement in the training time but involve complex pro-
cesses in changing the algorithm or model.

In contrast, fine-tuning is not the only option, because the
sentence embeddings from the pre-trained BERT can be used
as features representing contextualized sentences. These fea-
tures can then be trained using conventional machine learning
algorithms, such as kNN and SVM, which use much less
memory and GPU resources than the fine-tuning process.

In addition, relying on cloud computing consumes a lot of
network transmission resources and result in delays, which
could, for example, endanger patients’ lives in the medical
industry. [22] Besides, the amount of time and processing
power required to train deep learning networks to recog-
nize and react to data patterns that are important to their
applications is one of the largest problems confronting the
creation of new Al technologies. [23]. This is one of the
main reasons why it is crucial to reduce the training time
and resource consumption for pre-trained language models,
as this will enable local devices to run the training on their
own with less expensive resources and without the need for
cloud computing. This concept is called edge computing,
which shifts computation and communication resources from
the cloud to the edge of networks to deliver services and
execute calculations, eliminating unnecessary communica-
tion latency and enabling faster responses for end users [24].
With fewer resources needed for training, it is possible to
deploy the model and allow the training to occur in edge
devices so that the models can be updated with the latest
data.

There is some interest in using sentence embeddings from
BERT, such as ColBERT, which uses sentence embeddings
from BERT as inputs for parallel lines of hidden layers in a
neural network for humor detection [25]. Other examples are
rumor detection on Twitter using sentence embedding clas-
sification with supervised learning techniques [26], citation
intent classification using BERT as word embedding with
kMeans and HDBSCAN [27], BERT as article feature extrac-
tion with CNN as the classifier for sentiment classification
[28], FakeBERT using BERT as a word embedding model
to detect fake news in social media [29], and BERT-ACNNSs
that concatenate BERT sentence embedding and word2vec
sentence embedding to obtain a new sentence embedding
and utilize it for classification [30]. However, none of these
studies have focused on how to reduce GPU memory usage
for long sentences. A “‘sentence’” can be an arbitrary span
of contiguous text rather than an actual linguistic sentence
[9]. In this work, “long sentence’ refers to a sentence with
a token length of at least 512 tokens, the limit set for BERT
tokenization.
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A multilingual system is also the focus of this paper as
many countries commonly use two or more different input
languages for daily communication. With the release of mul-
tilingual BERT or mBERT [9], a single mBERT model can
process multilingual input with promising results. Thus, this
paper will evaluate the mBERT model for different classifi-
cation approaches to study the extent of its capability when
multiple languages are used as input sentences.

mBERT was pre-trained with concatenated Wikipedia data
for 104 languages without cross-lingual alignment. mBERT
performs well on zero-shot cross-lingual transfer when the
source and target languages are similar in Document Classi-
fication, NLI, NER, POS tagging, and Dependency Parsing
[31]. Zero-shot cross-lingual transfer refers to training and
selecting a model in a resourceful source language and trans-
ferring it directly to the target language [31]. Other studies
have focused on alignment methods to induce cross-lingual
signals in contextual embeddings, based on two methods
[32], which are Rotation Alignment [33] and Fine-tuning
Alignment [34]. However, none of them address the concern
of a multilingual input system with more than two languages
as input.

In this regard, this paper proposes a multilingual senti-
ment analysis system using mBERT for long sentences that
avoids the fine-tuning process of the pre-trained mBERT
model while simultaneously maintaining the process at low
complexity and less resource usage. The solution is to feed the
sentence embeddings to multiple conventional classifiers and
adopt a feature reduction algorithm to reduce the length of the
sentence embeddings, resulting in reduced training time and
GPU memory usage owing to the modification of the training
process.

Il. METHODOLOGY

This section discusses the proposed multi-language sentiment
analysis system using a pre-trained language model with no
fine-tuning, as shown in Figure 1. First, the input representa-
tion from the mBERT tokenizer is fed into the mBERT model
to obtain a vector of length 768 called sentence embeddings.
The sentence embeddings are then reduced to a smaller vector
using a feature selector. Finally, the reduced sentence embed-
dings are used to classify the input sentence into sentiment
categories using machine learning classifiers after the lan-
guage of the input sentence is identified using a language
detector. In this paper, two languages are considered, namely
English and Malay.

A. BERT & mBERT

As shown Figure 1, the input sentences are first fed into the
mBERT tokenizer, splitting the words in the input sentences
into smaller subwords and characters, and finally converting
them into a sequence of numerical representation according
to the WordPiece [35] vocabulary (30k for BERT, 110k for
mBERT) as shown in Figure 2. This numerical representation
is called token embeddings, which also consists of special
tokens, namely [CLS] and [SEP]. The [CLS] token always
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FIGURE 1. Proposed multilingual sentiment analysis system using mBERT.

appears at the start of the token embeddings, representing the
sequence of words used for classification tasks. For the input
considered to have two sentences, the [SEP] token separates
the sentences.

Besides the token embeddings, segment embeddings are
created to indicate whether the token belongs to a spe-
cific sentence. Subsequently, position embeddings are created
to label the sequence number of the tokens. For a given
token, its input representation is constructed by summing
the token embeddings, segment embeddings, and position
embeddings. This input representation is then fed into the
pre-trained mBERT model to obtain a vector of sentence
embeddings. In total, there is a maximum of 512 input tokens
where the first token is set with special [CLS] token. Any
long sentence with more than 512 tokens, which is approx-
imately 1004 words, will be truncated because the limit
of the BERT/mBERT is 512 tokens. In contrast, sentences
with fewer than 512 tokens can be padded to have longer
tokens. For example, to generate 512 tokens from “I enjoy
watching Marvel movies.”, the sentence is first broken into
words in the format of [‘[CLS]’, ‘i’, ‘enjoy’, ‘watching’,
‘marvel’, ‘movies’, ‘-’, ‘[SEP]’, ‘[PAD]’, ‘[PAD]’, ‘[PAD]’,
..., ‘[PAD]’] and then converted to 512 numerical tokens as
[101, 1045, 5959, 3666, 8348, 5691, 1012, 3835, 0, 0,0, ...,
0]. Zero padding is added to the resulting 8 tokens generated
for the sentence to complete the 512 tokens.

For the following process, the critical component of the
BERT/mBERT model is the bidirectional training of the
Transformer, which is a model that learns the contextual rela-
tions between words in sentences. The bidirectional encoder
trains an unlabeled sentence by jointly conditioning both
the left and right contexts of the sentence in all layers with
the Masked Language Model and Next Sentence Prediction
(NSP) as the pre-training objectives [9]. With 768 hidden
units, the mBERT model outputs an encoded vector with
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a length of 768 for each input token. BERT/mBERT is
pre-trained with a large corpus of training data and can be
fine-tuned to fit downstream tasks, such as sentiment anal-
ysis, allowing users to enjoy the excellent performance of
the pre-trained BERT/mBERT, as shown in Figure 3. For
classification tasks, the first position vector output where
the [CLS] token is placed can be used as the input to the
classifier, as shown in Figure 4. Since this paper implements
the mBERT model with no fine-tuning, the 768 sentence
embedding vector obtained from the [CLS] token position
is utilized. Note that the 768 hidden units are the size of
BERT-base, while the BERT-large model has 1024 hidden
units.

B. FEATURE REDUCTION

Since the BERT-base model has 768 hidden units, it pro-
duces 768 sentence embeddings for every input sentence.
When the dataset is extensive, millions of unique numbers
are generated. For example, a single dataset consisting of 10k
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sentences will produce approximately 7.68 million unique
numbers, which would significantly increase memory usage
during classifier training. The proposed solution is to adopt
feature reduction algorithms for the 768 sentence embeddings
to retain only the essential and informative features, which
will significantly reduce the number of features to be fed
to the classifier compared to the features represented by the
original sentence embeddings. In general, feature reduction
algorithms reduce features by removing irrelevant, redundant,
or noisy features [36], where many established algorithms
currently exist. The model’s performance degraded when the
features are irrelevant or redundant [37]. In this case, nine
feature reduction algorithms were selected for analysis in this
paper, and a detailed discussion can be found in Section I1I-B.

C. SENTENCE EMBEDDING CLASSIFICATION

For the BERT-base model, which consists of 12 layers of
Transformer encoders, fine-tuning the model’s parameters by
training a new dataset requires high GPU memory to perform
the task. Therefore, this paper proposes a system without a
fine-tuning process. In contrast, the proposed method applies
the mBERT sentence embedding classification.

The pre-trained mBERT model used in this paper can
generate sentence embeddings for 104 languages as it has
been pre-trained with them. mBERT can be used to fine-tune
a single language and perform tasks with the input of
another language. However, the mixed pre-trained language
of mBERT could still produce different sentence embeddings
for two different languages with the exact meaning of the
input sentence. This leads to misclassification. To avoid this
error, separate classifiers trained for each language have been
proposed. As shown in Figure 1, the reduced sentence embed-
dings of the mBERT model are classified by either the trained
English classifier or the Malay classifier, depending on the
detected language of the input sentence. In this work, the clas-
sifiers will be trained using a low-complexity conventional
classifier, and the Google Translate API will be used to detect
the language of the input sentence.

Ill. EXPERIMENTAL RESULT

This section discusses the experimental results for the pro-
posed sentiment analysis system based on the Stanford
Sentiment Treebank (SST) dataset [38]. The discussion in
Section III-B sets the experiments on implementing the
feature reduction methods where the redundancy of the
sentence embeddings is explored. Then, with knowledge
of the applicability of the feature reduction methods, the
discussion in Section III-C focuses on the performance of
the sentence embedding classification approach compared
to the fine-tuning approach. Several classifiers were tested,
and their accuracies are analyzed. Other than the accuracy,
another crucial measure for the proposed sentence embed-
ding classification approach is memory usage and runtime,
which are discussed in Section III-D. Finally, the discus-
sion in Section III-E explores the performance of mBERT
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TABLE 1. SST-3 dataset.

Dataset English SST-3 Malay SST-3
Classes 3 Classes 3 Classes
Language English Malay
Data size 8000 8000
Class Negative: 3036 Negative: 3036
Distribution Neutral: 1521 Neutral: 1521

Positive: 3473 Positive: 3473

in handling two languages, English and Malay, when imple-
mented as a single system, as depicted in Figure 1.

A. EXPERIMENTAL SETUP

The datasets used for the experiment are three variants of the
Stanford Sentiment Treebank (SST) dataset, namely SST-2,
SST-3, and SST-5. Accordingly, SST-2, SST-3, and SST-5
consist of two, three, and five sentiment levels, respectively.
While SST-2 and SST-5 are the original datasets, SST-3 is
a simplified version of the SST-5 dataset. In SST-3, SST-5
levels 1-2 are grouped as Negative (0), level 3 as Neutral
(1), and levels 4-5 are grouped as Positive (2). Since the
proposed multilingual system handles the English and Malay
languages, the English version of the SST-3 dataset was
translated to Malay using the Google Translate API and used
as the main dataset for testing. SST-2 and SSTS are then
used as the references for comparison with the SST-3 dataset.
Table 1 details the SST-3 dataset used in this paper.

The pre-trained BERT used in the experiments is uncased
BERT-Base, while the pre-trained mBERT used is cased
mBERT-Base with 12 layers of Transformer blocks, 768
hidden layer size, 12 attention heads, and 110M parameters
[9]. 8000 samples are used to train the classifiers for the
classification process, of which 75% are used for training,
12.5% for validation, and 12.5% for testing. In fine-tuning
the BERT/mBERT model, the output layer is set as a linear
layer, the epoch number is set at 3, the base learning rate is
set at 2e-5, the batch size equals 16, the dropout probability
is maintained at 0.2, and the model is run with the AdamW
optimizer.

The processor used in the experiments is an AMD Ryzen
7-3700X with 32GB RAM and 512GB SSD, while the GPU
used is an Nvidia RTX3090 with 24GB. The experimental
environment is Python 3.7 with related libraries.

B. FEATURE REDUCTION

In this section, the classification performance of the English
SST-3 dataset is analyzed when feature reduction algorithms
are applied to 768 sentence embeddings. In total, nine fea-
ture reduction algorithms were tested. These nine algorithms
can be categorized as component-based, filter-based, and
other methods. Principal Component Analysis (PCA) and
Independent Component Analysis (ICA) are categorized as
component-based, where both methods find a new set of
basis vectors for the data. Filter-based techniques, such as
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FIGURE 5. Accuracy of SST-3 for different feature reduction algorithms.

ANOVA (Analysis of variance), Pearson’s coefficient cor-
relation, mutual information, and chi-square select features
based on statistical tests for their correlation with the outcome
variable.

Figure 5 shows the results of the nine feature reduction
algorithms with a Support Vector Machine (SVM) used as the
classifier and the accuracies measured at 50 feature intervals.
The results show that even with fewer features, some classi-
fication accuracies are higher by 1% to 2% compared with
the 70.65% classification accuracy when using the original
768 sentence embeddings. At 200 features, which is almost
75% less than the original sentence embeddings, the accuracy
across the nine feature reduction algorithms is consistent at
approximately 70%. In contrast, the classification accuracy
separation is wider for feature lengths greater than 200. This
is evidence of overfitting, where the information redundancy
is high when more than 200 features are used.

Figure 6 explains the overfitting situation with the PCA’s
explained variance ratio, a metric that measures the percent-
age of variance attributed to each of the selected principal
components. It can be observed that the first 200 princi-
pal components explained the majority of the variance by
88.32%, an indication of sufficient information represented
compared to the original 768 sentence embeddings. With
additional principal components at 350, the explained vari-
ance ratio is close to 95%, showing that more than half of the
original sentence embeddings are insignificant.

The insignificance of most features in sentence embed-
dings is also evident in the filter-based method. While PCA
converts sentence embeddings into a new set of features,
the filter-based feature reduction method reduces the origi-
nal features based on a measure called feature importance.
For ANOVA, a variant of the filter-based method, the fea-
ture importance is measured based on the F-value, which
compares the variance between all features and the variance
within the feature. The higher the value, the more important
the feature. Figure 7 shows the cumulative feature importance
obtained using the ANOVA method after normalizing the fea-
ture importance. The 350 best-selected features contribute to
89% of the feature importance. The plot also clearly indicates
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that more than half of the original sentence embeddings are
insignificant, which is the same finding as that of the plot of
the explained variation ratio of PCA.

C. SENTENCE EMBEDDING CLASSIFICATION

Section III-B demonstrates that using PCA, the number of
features can be reduced to approximately a quarter of the
768 sentence embeddings and still output comparable clas-
sification performance to the fine-tuning approach. While
SVM is the only classifier used in Section III-B experiments,
this section explores the performance of other classifiers to
demonstrate the applicability of the sentence embedding clas-
sification approach as opposed to the fine-tuning approach.
This section also discusses the memory usage and process-
ing time of both the fine-tuning approach and the sentence
embedding classification approach, where the purpose of
implementing sentence embedding classification is to achieve
less memory usage and faster processing time.

The machine learning algorithms used in the experiments
are Support Vector Machine (SVM), Logistic Regression,
Multilayer Perceptron (MLP), Gaussian Naive Bayes, Gaus-
sian Process, k-nearest, decision tree, Adaboost, Gradient
Boosting, Histogram Gradient Boosting, and Random Forest.
From the SST-3 data set experiments run on the original
768 sentence embeddings, SVM was identified as the best-
performing classifier with 70.65% accuracy for sentence
embedding classification as shown in Figure 8 because of
its nature and effectiveness in high-dimensional space. The
result is a mere 1% difference compared to the fine-tuning
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approach, indicating that the sentence embedding classifica-
tion approach is as effective as fine-tuning. Other classifiers
with comparable accuracy are logistic regression, Gaussian
Process, and histogram gradient boosting, whereas the rest
of the classifiers recorded accuracies below 68%. Note that
these classifiers are implemented using the default parameters
set by the Scikit-learn library. It is a possible that, with proper
parameter settings, the performance of these classifiers can be
improved. However, this is not the focus of the present paper.

Interestingly, the classification performance improved
slightly for the seven tested classifiers when the experiments
were conducted with a reduced set of 200 PCA features
(PCA-200), as shown in Figure 8. This strengthens the finding
that most sentence embedding features are redundant. Thus,
the sentence embedding classification approach is an excel-
lent option for performing the NLP classification task com-
pared to the resource-intensive fine-tuning approach, where
768 sentence embeddings have been proven to be more than
sufficient to represent the input sentence.

Referring to Figure 8, the Gaussian Process provides
the best performance with PCA-200. However, even with
reduced features, the Gaussian Process classifier requires an
extended processing time of 1070.96s to complete the train-
ing, which deviates from the purpose of implementing the
sentence embedding classification approach. The Gaussian
process is a neural network type classifier, which explains
the poor runtime that scales with the number of samples.
The complexity of the Gaussian process is a result the
matrix inversion of large covariance matrices. Thus, a low
complexity classifier should be chosen for sentence embed-
ding classification. In this case, SVM, the second performed
classifier for PCA-200 shown in Figure 8, is superior in
that it only requires 4.34s to complete the training process.
Therefore, the following discussion focuses on using SVM
as the classifier for the sentence embedding classification
approach.

D. MEMORY USAGE AND RUNTIME

Memory in BERT is required to store the input data and model
parameters when the input data propagates through the net-
work. With the huge 110M model’s parameters, BERT-base,
like the other deep learning models, requires huge memory in
training the samples. For the larger variant, the BERT-large
model, tripled to 345M parameters.

Table 2 shows the usage of 15.5GB of GPU memory for
the BERT-base fine-tuning process on the SST-3 English
dataset carried out with 3 epochs. For comparison, sentence
embedding classification using the original sentence embed-
dings (SEC SE-768) only consumes 1.7GB of GPU memory,
which is almost 89% less memory. With a comparable clas-
sification accuracy of approximately 71%, the SEC SE-768
approach has a clear advantage over the fine-tuning process
where over-provisioned and costly hardware resources for
the training process can be avoided. Note that GPU memory
consumption is consistent with the SEC approach even when
the reduced features of PCA-200 are used. This is due to the
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FIGURE 8. Accuracy of SST-3 English dataset with different classifiers.

TABLE 2. Memory usage comparison between fine-tuning and sentence
embedding classification.

Method GPU Runtime  Accuracy  Throughput
Memory
Usage
Fine tuning 15.5GB 361.87s 72.40% 22.11
SEC SE-768 1.7GB 106.16s 70.65% 75.36
SEC PCA-200 1.7GB 97.34s 70.90% 82.19

fact that the GPU is only used to handle the BERT processing
in encoding the input sentence into the numerical sentence
embedding vector while the low complexity SVM training
process is run on the computer’s CPU.

Since the SEC approach requires heavy processing only to
generate the sentence embeddings, the runtime to complete
the training process (from feeding the samples to the BERT
model until the testing phase) is fairly fast at 106.16s when
compared to the 361.87s of training using the fine-tuning
approach as listed in Table 2. This is expected because the
SEC approach does not require updating the 110M parame-
ters of the BERT model. For the SEC SE-768 method, more
than 85% of the runtime is used by BERT to generate sentence
embedding, which requires an average runtime of 93s. The
SVM classifier then requires no more than 20s to complete
the training process. Thus, the runtime did not deviate much
for the SEC PCA-200, which clocked merely approximately
9 seconds faster than the SEC SE-768 that used the original
sentence embeddings as the input feature to the SVM clas-
sifier. Oppositely aligned to this outcome, the throughput,
which refers to the number of input samples processed in
one second, results in 22.11, 75.36, and 82.19 samples/sec
for fine-tuning, SEC SE-768 and SEC PCA-200 approaches,
respectively. For this experiment, 8000 samples were used.

Apart from the 12 Transformer encoders, 768 hidden
units, and 12 attention heads, the length of the input token
adds to the memory usage of the BERT model. Previ-
ously, Table 2 clearly shows that fine-tuning a long sen-
tence task that uses a maximum of 512 tokens requires an
over-provisioned and expensive GPU to accommodate the
high 15.5 GB GPU memory usage. The higher the token
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length, the higher the GPU memory usage as the GPU needs
to hold a larger dimension of the input vectors for com-
putation. As the token length decreased, the GPU memory
usage and training runtime decreased linearly, as depicted
in Figure 9. Although a shorter token length means less
computational effort, it is only applicable to short sentence
processing. Therefore, the proposed sentence embedding
classification approach is preferable. Even with the maximum
of 512 tokens, the GPU memory usage of 1.7 GB for the SEC
method shown in Table 2 is still lower than the memory usage
of 4.4 GB for the 100 tokens of the fine-tuning approach
shown in Figure 9.

Table 3 evaluates the performance of the proposed method
for different datasets, which are IMDB and SemEval Task
4A. The SemEvalTask 4A dataset is manually balanced
with 2667, 2666, and 2667 for the negative, neutral, and
positive classes, respectively. The accuracy and training
time for the IMDB dataset show improvement for SEC-768
and SEC-PCA-200 compared to the fine-tuning method.
However, the accuracies for SemEval Task 4A for SEC-768
and SEC-PCA-200 slightly decline when compared to the
fine-tuning method, but both SEC-768 and SEC-PCA-200
show a significant reduction in training time across all
datasets, indicating that training can be carried out more
frequently and with fewer resources, so that the models can
handle the most recent challenge.

Table 4 studies the performance of the proposed method
with other pre-trained language models such as ALBERT
and DistilBERT. Although ALBERT-base (12M parame-
ter, 12 layers and 768 hidden units) and DistilBERT-base
(40% lesser parameter than BERT-base) are smaller than
the BERT-base, 14.7GB and 9.0GB GPU memory usage are
needed to do the fine-tuning process respectively which is
expensive, indicating that SEC-768 and SEC-PCA-200 are
needed to perform the task in a low resource and lesser
training time
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TABLE 3. Performance comparison between fine-tuning and sentence
embedding classification for different datasets.

Dataset

Method

Accuracy

F1

Recall

Precision

Training
Time

IMDB

Fine-tuning
SEC-768
SEC-PCA-200

91.60%
100.00%
99.00%

91.48%
100.00%
99.00%

91.85%
100.00%
99.00%

91.11%
100.00%
99.00%

428.42s
93.14s
93.66s

SemEval
Task 4A

Fine-tuning
SEC-768
SEC-PCA-200

73.10%
66.20%
66.40%

73.10%
66.20%
66.40%

73.10%
66.20%
66.40%

73.10%
66.20%
66.40%

350.27s
108.90s
97.27s

SST-3

Fine-tuning
SEC-768
SEC-PCA-200

72.40%
70.65%
70.90%

72.40%
70.65%
70.90%

72.40%
70.65%
70.90%

72.40%
70.65%
70.90%

366.90s
108.01s
97.10s

TABLE 4. Performance comparison between fine-tuning and sentence
embedding classification for different models.

Model Method GPU Accuracy  Training
Memory Time
Usage
ALBERT-  Fine-tuning 14.7GB 69.10% 374.09s
base SEC-768 1.4GB 70.85% 107.36s
SEC-PCA-200 1.4GB 70.05% 97.04s
DistilIBE Fine-tuning 9.0GB 72.20% 179.77s
RT-base
SEC-768 1.7GB 69.60% 108.30s
SEC-PCA-200 1.7GB 67.45% 97.22s

E. MULTILINGUAL CLASSIFICATION TASK

This section evaluates the performance of the mBERT model
for multilingual system. To provide a basis for the discussion,
Tables 5 and 6 list the classification accuracy when four SST
dataset variants are translated using the Google Translate API
from English to the targeted language, trained, and tested
individually based on the BERT and mBERT models, respec-
tively. The experiments were conducted using a fine-tuning
classification approach and two sentence embedding classi-
fication (SEC) approaches that use different feature lengths
(SE-768 and PCA-200). Table 7 shows the performance of
the proposed multilingual system, which handles several lan-
guages in a single system.

Among the results in Table 6, the 27.50% fine-tuning
approach accuracy of the SST-5 English dataset, which
is lower than the accuracy recorded by SEC PCA-200 at
40.85%, can be considered an anomaly. This occurs because
the mBERT model experiences underfitting from the trained
dataset and is unable to learn the relationship between the
sentence embeddings and the output well. By changing the
training dropout value from 0.2 (refer to Section III-A) to 0,
the accuracy for fine-tuning mBERT with English SST-5
obtained an improved classification accuracy of 42.70%. This
indicates that different data sets have different configurations
for achieving the best accuracy. Nevertheless, the 0.2 dropout
value is maintained for all experiments to obtain unbiased
results.

In terms of the GPU memory usage, the fine-tuning of
the mBERT model used a consistent 16.5 GB for all SST
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TABLE 5. Classification performance on different SST datasets using the
BERT model.

Dataset Fine-Tuning SEC SE-768 SEC PCA-200
SST-2 English 91.40% 86.10% 86.25%
SST-3 English 72.40% 70.65% 70.90%
SST-3 Malay 58.40% 51.05% 52.50%
SST-5 English 51.40% 47.60% 48.35%

TABLE 6. Classification performance on different SST datasets using the
mBERT model.

Dataset Fine-Tuning SEC SE-768 SEC PCA-200
SST-2 English 83.90% 74.80% 75.50%
SST-3 English 67.70% 61.60% 62.65%
SST-3 Malay 58.80% 57.55% 58.65%
SST-5 English 27.50% 40.35% 40.95%

dataset variants listed in Table 4, which is 1 GB higher
than the 15.5 GB used by the BERT model. For the sen-
tence embedding classification (SEC) approach, GPU mem-
ory usage was consistent at 1.7 GB for all datasets regardless
of whether the BERT or mBERT model was used. Since the
mBERT model does not increase the GPU memory usage
when implementing the SEC approach, the GPU memory
usage of the proposed method can be kept low, as discussed
in Section III-D.

Tables 5 and 6 show the classification accuracy gap
between the BERT and mBERT models. Overall, the accu-
racy is higher for BERT because BERT was pre-trained
in English only, while mBERT is more complex with 104
languages pre-training. However, mBERT can handle other
languages, which in this case, the Malay language is better.
Evidently, Tables 3 and 4 show that the SST-3 Malay dataset
classification using mBERT has higher accuracy across the
three classification approaches than the BERT, where an
approximately 5% accuracy increase was recorded for both
SEC approaches. Compared to the decreasing accuracies for
the other three English datasets, this opposite, increasing
trend shows that the mBERT model works for languages other
than English, particularly the Malay language.

Next, experiments were conducted to investigate the per-
formance of mBERT for multi-input language sentiment
classification. Two modes of systems were considered, single
classifier and multi-classifier, with the latter being the mul-
tilingual system proposed in this paper. Table 7 shows the
average accuracy of the multilingual tests with 5-fold cross
validation. The 5-fold cross validation is implemented to have
more confidence in the performance and reduce bias on the
test set.

In Table 7, the single classifier mode is where the 8k SST-3
English dataset and 8k SST-3 Malay dataset are combined
to train a single SVM classifier with the original mBERT
sentence embeddings SE-768. On the other hand, multiple
classifiers refer to the individual training of SST-3 English
and SST-3 Malay, in which these trained classifiers are then
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TABLE 7. Average accuracy for the English+Malay multilingual sentiment
analysis system.

Input Feature Classifier Runtime Accuracy
SE-768 Single 603.47s 60.07%
SE-768 Multiple 379.78s 59.14%

PCA-200 Multiple 229.01s 59.00%

TABLE 8. Average accuracy for the 5-language multilingual sentiment
analysis system.

Input Feature Classifier Runtime Accuracy
SE-768 Single 4200.32s 57.08%
SE-768 Multiple 960.94s 57.26%

PCA-200 Multiple 573.56s 57.77%

combined into a single system, as shown in Figure 1. The
accuracy of the language detector depicted in Figure 1, which
uses the Google Translate API, which has the ability to
detect a sentence’s language, is approximately 99%. Thus, the
language detector does not significantly affect the proposed
system.

From Table 7, the average accuracy of the single classifier
is 60.07%, and it takes 603.47s to complete the process, with
93s used to obtain the mBERT sentence embeddings for a
single language and 417.47s for training the SVM classifier.
For the multiple classifiers, the two tested features of SE-768
and PCA-200 resulted in almost similar accuracies compared
to the single classifier, with a slight decrease of approximately
1%. However, the training time is shorter at 379.78s for
SE-768 and better for the PCA-200 at 229.01s. This shows
that when a system must handle more than one language, the
multi-classifier approach is better than the single classifier,
particularly at runtime.

While this paper focuses on English4+Malay multilingual
input, Table 8 presents the results extended to five languages
to validate the results in Table 7. The languages used are
English, Malay, Chinese, Arabic, and Indonesian. The train-
ing time for 5 languages (40k dataset) with a single classifier
is 4200.32s. However, with 5 individual classifiers, the total
training time for all classifiers is just 960.94s. Furthermore,
feature reduction using the PCA-200 does its job when the
training time is reduced by more than 38% with almost simi-
lar accuracy when compared to the full features of SE-768.
Observing Table 7 and Table 8, the superior performance
of the proposed multi-classifier can be seen by the linear
increase in runtime when additional languages are considered
compared to an exponential increase in runtime for a single
classifier. Thus, the multi-classifier approach can keep the
complexity of the system low, particularly when adopting the
reduced PCA-200 feature. In terms of classification accuracy,
both single and multiple classifiers give comparable results
for the five language tests, similar to the English+Malay tests
shown in Table 7.
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IV. CONCLUSION
In this paper, it has been shown that the sentence embedding

classification (SEC) approach with several classifiers has
comparable performance to the fine-tuning approach of the
BERT/mBERT model. Among the tested classifiers, robust
and low complexity classifiers such as SVM can benefit
from the SEC approach with a shorter training time because
the 110M updating parameter in BERT/mBERT is skipped.
Furthermore, the proposed method is effective when the fea-
ture reduction process applied to BERT/mBERT sentence
embeddings reduces the complexity of the system and avoids
data overfitting by removing redundant or irrelevant features.
More notably, the SEC approach has proven superior to
fine-tuning GPU memory usage, which requires only 1.7GB
GPU memory usage. This approach allows anyone to enjoy
the excellent performance of the pre-trained BERT/mBERT
language models without the over-provisioned and expensive
GPU, and the training can be conducted more frequently
because fewer resources are required.

The GPU memory usage is also not affected by the
token length when using the SEC approach because no
BERT/mBERT parameter update is needed, giving an advan-
tage, especially for long sentence applications. In contrast,
the GPU memory usage for fine tuning the BERT/mBERT
models increases depending on the token length, which from
the experiments presented in this paper can increase up to
16.5GB. Finally, as part of the SEC approach, this paper has
suggested that a multi-classifier in a multilingual sentiment
analysis system can keep the system’s complexity low with-
out significantly trading off the classification accuracy.

To further benefit from the idea of implementing the
multi-classifier SEC approach, methods to restructure long
sentences should be explored to improve classification accu-
racy with low memory usage using pre-trained language
models. For instance, filtered words or sentences can be
analyzed to check for any information loss and reduce the
complexity of the input words or sentences. Another direction
is to enhance sentence embeddings to obtain better features
by concatenating a few layers of [CLS] from BERT or con-
catenating them with other sentence embedding methods.
In addition, further research can be conducted using datasets
from different domain to study its effectiveness with low
resource usage.

Except for DistilBERT, there are other knowledge distil-
lation (teacher-student learning) models such as TinyBERT,
which performs Transformer distillation at both the pre-
training and task-specific learning stages. To train the student
model, it is necessary to use BERT that has been fine-tuned
for downstream tasks in task-specific learning as a teacher.
This increases the training time and complexity, and the dis-
tillation process requires more than 22.0GB of GPU memory
to run the training with 8000 datasets. This proves that the
proposed method uses the least resources and is less expen-
sive for training the model for downstream tasks. Although
TinyBERT has an advantage in deployment, that is, low
resource usage, the training process requires high resources.
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For future work, simplification of the computation intensive
training process for pre-trained language models can be fur-
ther studied to allow training to be performed on less resource
devices such as edge devices. In addition, the research can
be further studied with larger pre-trained language models,
such as Longformer on how the training process can run on
a low resource device for edge computing with less training
time.
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