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•
;  ABSTRACT Phishing has become an increasing concern and captured the attention of end-users as well 

as security experts. Existing phishing detection techniques still suffer from the deficiency in performance 
accuracy and inability to detect unknown attacks despite decades of development and improvement. 
Motivated to solve these problems, many researchers in the cybersecurity domain have shifted their attention 
to phishing detection that capitalizes on machine learning techniques. Deep learning has emerged as a branch 
of machine learning that becomes a promising solution for phishing detection in recent years. As a result, 
this study proposes a taxonomy of deep learning algorithm for phishing detection by examining 81 selected 
papers using a systematic literature review approach. The paper first introduces the concept of phishing and 
deep learning in the context of cybersecurity. Then, taxonomies of phishing detection and deep learning 
algorithm are provided to classify the existing literature into various categories. Next, taking the proposed 
taxonomy as a baseline, this study comprehensively reviews the state-of-the-art deep learning techniques 
and analyzes their advantages as well as disadvantages. Subsequently, the paper discusses various issues 
that deep learning faces in phishing detection and proposes future research directions to overcome these 
challenges. Finally, an empirical analysis is conducted to evaluate the performance of various deep learning 
techniques in a practical context, and to highlight the related issues that motivate researchers in their future 
works. The results obtained from the empirical experiment showed that the common issues among most of 
the state-of-the-art deep learning algorithms are manual parameter-tuning, long training time, and deficient 
detection accuracy.

J INDEX TERM S Cybersecurity, deep learning, machine learning, phishing detection.

I. INTRODUCTION
Phishing detection based on machine learning (ML) have 
received tremendous attention and interest from researchers 
in the cybersecurity community over the past decade. Exten
sive researches have been conducted to review the application 
of ML in various solutions to detect evolving phishing attacks 
[1]—[3]. Deep learning (DL), a subset of ML, has recently
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emerged as a potential alternative to traditional ML 
approaches. However, there are limited studies that discuss 
in depth the application of DL in phishing detection, their 
advantages and disadvantages, the current issues, and future 
research directions to address these challenges [4]-[6]. 
Notably, there is no study that provides a comprehensive 
review of the current challenges and future directions for 
DL algorithms with regards to phishing detection using a 
systematic literature review (SLR) approach. To the best of 
our knowledge, this is the first study that discussed phishing 
detection and DL in a single SLR paper.
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Reference Taxonomy Current
challenges

Future
directions Remark

[1] /
Reviewed only conventional ML techniques 
Did not include DL approaches in the literature
Did not discuss the existing issues or suggest the future research directions

[4] /
Did not examine the most recent DL techniques for phishing detection 
Limited discussion on open challenges and future directions

[5] /
Lacked an exhaustive analysis on DL-based phishing detection approach 
Did not discuss the current issues or future research directions

[6] s Did not investigate the most recent DL algorithms
Did not discuss the open challenges or recommend future research directions

[2] ✓ ✓ Lacked an extensive review on different types of phishing attacks and DL algorithms

[3] /
Lacked an in-depth classification of phishing detection methods 
Emphasized more on traditional ML techniques

[7] / ✓
Focused only on the role and influences of features used for learning 
Did not analyze DL for phishing detection in detail 
Contained limited discussion on future research directions

[8] / ✓ Concentrated more on conventional ML approaches
[9] / ✓ ✓ Did not provide an in-depth analysis of DL for phishing detection
[10] / ✓ / Lacked a discussion on DL classifier to detect phishing attacks

Our research 
work / s ✓

Provide an in-depth analysis of DL algorithm for phishing detection using SLR approach
Include the state-of-the-art DL techniques
Discuss the current challenges and future research areas

TABLE 1. Limitations of Existing Studies and Novelty of This Research Work.

TABLE 1 provides a comparison between our research 
and the related surveys on the topic of interest. The related 
studies were reviewed and compared from the perspectives 
of: (i) proposing a taxonomy of phishing detection, ML, 
or DL, (ii) providing a detailed discussion on the current 
challenges facing DL in phishing detection, and (iii) offer
ing recommendations for future research. It is observed that 
among these studies, some authors provided taxonomies 
of the related topics, but did not discuss the open issues 
and future research areas [1], [4]—[6]. In contrast, other 
authors lacked an exhaustive review and classification of 
phishing detection; yet, they included current challenges 
and future directions in their studies [2], [3]. The authors 
in [7] conducted an in-depth benchmarking and evalua
tion on phishing detection, but primarily focused on the 
importance of features used for learning. Even though all 
three viewpoints above were considered in [8]-[10], the 
authors emphasized more on conventional ML techniques 
and did not provide a detailed analysis of DL for phishing 
detection.

Whereas, our research is different from the existing studies 
in which it provides an in-depth analysis of the DL algorithm 
for phishing detection through an SLR approach. Moreover, 
our study also includes the state-of-the-art DL techniques, 
and most importantly, discusses the current challenges and 
future research direction for DL in the phishing detection 
domain. This study is intended to guide researchers and 
developers, to whom DL and phishing detection would be of 
primary concerns. The in-depth analysis in this research has 
led to several key contributions.

• We adopted a SLR approach to analyze the relevant 
studies and selected a total of 81 articles based on several 
criteria to support this research.

• We proposed a taxonomy of phishing detection and DL 
by dividing them into several categories. In addition, 
we also surveyed numerous DL algorithms and dis
cussed their strengths and weaknesses.

• We identified the current challenges and key issues 
related to DL in the field of phishing detection, and 
provided recommendations for future research areas.

• We conducted an empirical analysis of various DL archi
tectures for phishing detection, and highlighted several 
issues previously discussed in the literature to identify 
possible gaps for future research directions.

The rest of this paper is organized as follows. Section II 
provides background knowledge of phishing attacks, DL, 
and the adopted SLR approach that leads to the selection of 
81 reviewed papers. Section III presents a taxonomy of phish
ing detection and DL to classify them according to several 
categories. Section IV discusses current issues and challenges 
facing DL in an attempt to fight against phishing attacks. 
Section V identifies potential research gaps and recommends 
future research directions. An empirical analysis is included 
in Section VI to map current issues with existing research 
gaps. Finally, Section VII concludes the paper and proposes 
future works.

II. BACKGROUND
This section consists of two main sub-sections to provide a 
comprehensive understanding of the research topic. The first 
section provides the definition of phishing and DL, while the 
second section describes the SLR approach used in this paper.

a . d efin itio n
This sub-section provides a brief introduction of phishing 
attacks and DL algorithms. A basic knowledge about phish
ing and its operation will assist in the understanding of why
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FIGURE 1. Evolution of phishing attacks from 1996 to 2020.
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DL has emerged as a promising solution to detect phishing 
activities.

1) PHISHING
Phishing is a type of digital theft that disguises itself as legiti
mate or genuine sources to steal uses’ private and confidential 
information. It has become a popular attacking approach in 
cyberspace by utilizing web applications’ vulnerabilities and 
end users’ ignorance, which is a security issue that needs to 
be addressed [11].

The evolution of phishing attacks is illustrated in 
FIGURE 1 [12]. Back in 1996, the term ‘‘phishing’’ was first 
introduced, and phishing attacks were slowly spread through 
various communication media over the years. It started with 
spam messages, mobile malware, spear-phishing to ‘‘Man in 
the Middle’’, Vishing, ‘‘Chat in the Middle’’, ‘‘Tabnabbing’’, 
‘‘Xbox Live’’, etc. Phishing attacks started becoming a seri
ous issue and caught more attention among researchers when 
a major incident happened in 2014, causing a huge financial 
loss. With the advent of the Internet and the popularity of 
social media, the number of phishing attacks has increased 
rapidly since 2016 and continued to grow in an upward trend. 
According to the latest statistics from APWG (Anti Phishing 
Working Group), the number of phishing attacks has grown 
tremendously since March 2020 and doubled over the course 
of the year [13].

Since phishing has become a serious security issue, under
standing how it operates is an utmost important task in the

FIGURE 2. Phishing attack life cycle.

detection and prevention of such cybersecurity threat. The 
life cycle of a typical phishing attack is shown in FIGURE 2, 
consisting of five phases [14]. The first phase is called recon
naissance or planning phase, in which the phishers choose 
the communication media, select the phishing vector, and 
identify potential victims [12], [15]. The second phase is 
weaponization or preparation phase, whereby phishers pre
pare phishing materials to be propagated to their targeted 
victims [14]. The next stage is distribution or phishing phase, 
as phishers start to deploy the baits by delivering the phish
ing materials to victims [16]. The following stage is called 
exploitation or penetration phase, where phishers exploit vic
tims’ weaknesses by luring them into giving up their private
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FIGURE 3. Venn diagram of AI, ML, and DL.

and confidential information. [17]. The final stage is known 
as exfiltration or data acquisition phase. The phishing opera
tion has succeeded at this point, and phishers had successfully 
obtained the information they intended to take when plan
ning the phishing attack initially. Phishers can decide to take 
further actions to gain financial benefits, or use the collected 
information for other purposes [12].

2) DEEP LEARNING (DL)
Phishing appears to be an effective way for cybercrime to 
occur because most users are unable to identify phishing 
websites or emails [18]. One of the current challenges in deal
ing with cyberthreats, especially phishing attacks, is lacking 
of cyber security solution, and Artificial Intelligence (AI) is 
believed to be the next frontier in cyber security defense [19].

ML is a part of AI that teaches machine the ability to learn 
like human beings. DL is a subset of ML derived from a neural 
network model (FIGURE 3). Traditional ML techniques refer 
to the learning methods that require human expertise to per
form feature extraction and selection [20]. Feature selection 
is separated from classification task in a classical ML model, 
and these two processes cannot be combined together to 
optimize the model’s performance. However, DL fills this gap 
by integrating these two processes in a single phase to detect 
and classify phishing attacks effectively and efficiently [21]. 
Although traditional ML approaches provide high accuracy 
and low false-positive rate, they still require manual fea
ture engineering and depend on third-party services [22]. 
In contrast, DL models can learn and extract features auto
matically without human intervention. This eliminates the 
need for manual feature engineering and third-party services 
dependency. Moreover, traditional ML with manual feature 
engineering fails to deal with multi-dimensional and large- 
scale datasets in the big data era [23]. DL, however, can to 
handle a significant amount of data and becomes a powerful 
tool for phishing detection that requires more attention in the 
cybersecurity community. There was no study that combined 
DL and phishing detection in a SLR approach despite the 
increasing attention given to these two domains. Therefore, 
a detailed process of selecting relevant studies was described

FIGURE 4. SLR research method.

in this paper, to examine the current trends and patterns in the 
existing research on DL for phishing detection. The primary 
purpose of conducting this SLR is to analyze the pros and 
cons of the state-of-the-art DL techniques, identify the current 
issues, highlight the research gaps, and recommend future 
research directions.

b. system atic l i t e r a tu r e  re v ie w
This study adopted an approach suggested by Kitchen- 
ham [24] to conduct a SLR on the research topic. FIGURE 4 
illustrates the process of selecting the relevant studies, con
sisting of four phases: research questions, search procedure, 
paper selection and data synthesis.

1) PHASE 1: RESEARCH QUESTIONS
This SLR aims to examine the application of DL techniques 
in the phishing detection domain, which raises the following 
research questions (RQs):

RQ1: What are the existing DL techniques used to detect 
phishing attacks in cyberspace?

RQ2: What are the advantages and disadvantages of the 
existing DL techniques?

RQ3: What are the major challenges facing DL and the 
future research directions in phishing detection?

2) PHASE 2: SEARCH PROCEDURE
An automatic search method was used by running a Boolean 
search string on several database resources to find the answers 
for the RQs above. The term was described as follows: 
(deep learning OR ‘‘DL’’) AND (phishing detection OR 
phish detection). Five different online databases were used 
in this study to search for the most relevant papers published
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TABLE 2. Quality Assessment Questions.

No QA questions
1 Is the DL technique described?
2 Is the experiment reported and explained in the study?
3 Are the strengths and weaknesses of DL techniques mentioned?
4 Are the issues and challenges for DL or phishing detection 

identified?
5 Are the future directions stated in the research study?

between 2018 and 2021. These include: Web of Science 
(WoS), IEEEXplore, Springer Link, Science Direct, and 
Google Scholar.

3) PHASE 3: PAPER SELECTION
This SLR applied a paper selection process based on 
PRISMA guidelines [25] which consists of several stages, 
such as automatic search, duplicity removal, title and abstract 
screening, full-text selection, and snowballing [26]. Quality 
assessment (QA) is the next step after the paper selection 
process that aims to evaluate the selected papers’ quality.

TABLE 2 shows a list of five QA questions used in this 
SLR to obtain the most relevant studies capable of answering 
the RQs. A weighting or scoring technique [24] was adopted, 
where three possible scores can be given to an answer of each 
QA question: ‘‘1’’ for ‘‘Yes’’, ‘‘0.5’’ for ‘‘Partly’’, and ‘‘0’’ 
for ‘‘N o’’. Eighty one (81) papers were selected for this study 
based on the sum of the total score to all five QA questions.

Appendix B shows the detailed scores of QA questions to 
ensure that the selected papers are the most relevant to the 
RQs and this SLR study.

4) PHASE 4: DATA EXTRACTION AND SYNTHESIS
A qualitative analysis software (Nvivo) was used in this study 
to extract data from 81 selected papers. The extracted data 
comprised of authors’ names, published year, paper’s title, 
objective, methodology, findings, and future works. Other 
related fields, such as publisher’s name, quartile, impact fac
tor, and citation count, were also included as the selected 
papers’ quality indicators. The extracted data went through 
a process called data synthesis to answer the RQs, and 
was illustrated using visualization techniques such as tables, 
figures, and charts to present the findings.

5) THREATS TO VALIDITY (TTV)
Four common threats to validity were taken into considera
tion while carrying out this research, including constructing 
validity, internal validity, external validity, and conclusion 
validity [27]. Minimizing the risks of these TTVs helped to 
reduce the probability of missing relevant studies as much as 
possible and to make sure that the paper selection process was 
unbiased.

To sum up, 81 papers were selected for this research 
study based on three perspectives mentioned in Section I, 
and according to several selection criteria from a system
atic literature review. By adopting an approach proposed

FIGURE 5. Phishing through social engineering.

by Kitchenham [24], following a selection process from 
PRISMA guidelines [25], applying the scoring technique 
adopted by previous authors [21], [24], and considering 
several threats to validity [27], we hold the belief that the 
reviewed articles are among the most relevant studies related 
to the research area, and more importantly, are selected based 
on objective criteria, and without biases.

III. TAXONOMY
The selected studies were analyzed and classified into dif
ferent categories to answer RQ1 and RQ2. Phishing detec
tion was classified according to various media and methods. 
Whereas, DL was divided into several categories based on the 
application areas, techniques and datasets.

a . p h ish in g  d e te c tio n
1) CLASSIFICATION BY MEDIA
Cyber criminals carry out phishing attacks through various 
media, and social engineering is one of them [28]. Social 
engineering is a technique of deceiving users into giving up 
their valuable and sensitive information such as username, 
password or credit card number [17]. Instead of targeting the 
systems, social engineering attacks aimed at the users who are 
the weakest link in the security chain [10]. Common social 
engineering methods for phishing attacks include Website, 
Email, Short Message Service (SMS), Voice over Internet 
Protocol (VoIP), Mobile Devices, Blogs and Forums, and 
Online Social Network (OSN) [8] as shown in FIGURE 5.

a: PHISHING THROUGH WEBSITE
Website phishing is the most common phishing attacks 
in cyberspace where attackers build the websites to make 
them look identical to the genuine ones [29]. The attack
ers’ primary goal is to trick users into believing that 
these websites are trustworthy since they are the replica of 
well-known sources such as Google, eBay, Amazon, Paypal, 
etc. Thereby, attackers can gain personal and financial details 
from the users by taking advantage of their ignorance and
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carelessness [12]. Since the phishers’ target is the users and 
not their devices, website phishing is challenging regardless 
of how robust a phishing detection system is. Both technical 
and psychological solutions are required in the prevention and 
mitigation of such phishing attacks [17].

b: PHISHING THROUGH EMAIL
Cyber criminals usually send emails to online users claiming 
that they are from trusted companies to perform email phish
ing. They design the phishing emails to disguise themselves 
as legitimate organizations and urge the end-users to visit a 
fake website through a hyperlink included in it [28]. Users are 
often asked to update their information through this link and 
when they do so, phishers steal their confidential information 
for financial gain or other illegal purposes. Email phishing 
can be further divided into two groups: spear phishing and 
whaling [17].

Spear phishing targets at specific individuals, groups or 
organizations rather than random users with the final inten
tion of obtaining confidential and sensitive information [16]. 
It is a well-planned attack where phishers initially collect 
information and details of their targeted victims, and then 
send emails pretending they are sent from a colleague, 
supervisor or manager in the same organization [30]. Spear 
phishing has a higher success rate as compared to other 
conventional methods because attackers disguise themselves 
as someone whom the victim knows and include content 
that is relevant to the victim in the email to avoid any 
suspicion [15].

Whaling is similar to spear phishing except that its targets 
are high-profile executives such as corporate CEOs, govern
ment officials or political leaders [16]. Phishers choose their 
victims based on their privileged access to the information or 
the authority they hold within the organization [15]. Phishers 
invest relatively more time and effort in this type of attack 
to enhance the success rate since the profit that is potentially 
earned from it is significant.

c: PHISHING THROUGH SMS
SMS phishing, also known as Smishing, is one of the popular 
attacks carried out on mobile phones. Smishing attackers 
usually send text messages to mobile phone users together 
with a link embedded in it [12]. When users click this link, 
they will be either redirected to a fake website or end up 
downloading and installing malicious software (malware) 
on their phones. Individuals can exchange short text mes
sages at their fingertips nowadays with the advancement in 
mobile technology [15]. Such convenience allows attackers 
to approach their victims easily in an attempt to steal their pri
vate information. Even though SMS has become less popular 
due to the emergence of the Internet and other applications, 
Smishing still imposes a major threat in cyber security since 
text messages have been used as one of the common methods 
for online account verification [3].

d: PHISHING THROUGH VoIP
Besides SMS, voice is another medium for phishing attacks to 
take place in the cyber environment. VoIP phishing, or Vish- 
ing, is a type of phishing attack conducted over telephone 
systems or VoIP systems using voice technology [28]. Phish
ers often collect details about the victims prior to their con
versation, such as name, address, phone number and other 
personal information, to gain more trust from the victims and 
make the attacks less suspicious. Vishing also has a high rate 
of success because some people believe that communicating 
with another human is more reliable than with a machine [15]. 
In addition, phone call receivers tend to make more mistakes 
during a phone call since they do not have enough time to 
think before responding or answer without proper consid
eration, and accidentally reveal their private and sensitive 
information to the phishers.

e: PHISHING THROUGH MOBILE DEVICES
Phishing through mobile phones has become more common 
recently as more and more people are relying on their phones 
to carry out their daily activities, from checking emails to 
paying bills, from browsing the Internet to online shopping, 
etc. [3]. This makes mobile phone users become potentially 
easy targets to phishers who plan to perform phishing attacks. 
Users may fall victim to such attacks while browsing or 
downloading an application from untrusted websites [12]. 
Once the malicious software is installed, it will collect the 
user’s credentials and send them to the phishers for financial 
gain. Users usually find it difficult to distinguish between 
phishing and legitimate websites due to the small screen 
of mobile phones, limiting the amount of information to 
be displayed on the user interface, and the lack of security 
indicators of an application [15].

f: PHISHING THROUGH OSN
Social networking has become an indispensable part of the 
Internet, and millions of people’s lives around the world. 
Online social network (OSN) such as Facebook, Twitter, 
Instagram, etc., become a new ground of attacks for phishers 
to perform their phishing activities [28]. Social network sites 
allow online users to interact, exchange and share information 
with each other, making it easier for phishers to conduct their 
illegal acts. Phishers mimic themselves as someone whom the 
users know of on these online social platforms and exploit 
their trust to gain financial benefits by taking advantage of 
these sites’ popularity [12].

2) CLASSIFICATION BY METHODS
Phishing detection can be classified according to different 
methods, such as list-based, heuristic-based, visual similarity, 
machine learning, deep learning, and hybrid. Examples of 
each method are displayed in FIGURE 6, and their abbrevia
tions are explained in TABLE 3.
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FIGURE 6. Taxonomy of phishing detection method.

a: LIST-BASED METHOD
List-based is a phishing detection approach used to differ
entiate between phishing and legitimate webpages based on 
a collected list of trusted and suspicious websites. The list- 
based approach can be divided into two groups: blacklist and 
whitelist [10]. Blacklist is a list of malicious or suspicious 
websites in which users should not access. When users try 
to access any URL in the blacklist, they will be warned of 
potential phishing attacks and prevented from accessing the 
website [31]. On a contrary, a whitelist is a collection of 
all legitimate and trusted websites. Any webpages that are 
not included in the whitelist will be considered suspicious. 
Once users attempt to access webpages that are not listed 
as secure sites, they will be alert of the possible risk [12]. 
The blacklist-based approach is comparatively effective in 
phishing detection because it offers a low false-positive rate 
and provides simplicity in design and ease of implementa
tion [32]. However, the main drawback of this approach is an 
inability to classify new malicious websites and to recognize 
non-blacklisted or temporary phishing pages [31]. As a result, 
it is unable to detect unknown or zero-day attacks. In addition, 
blacklists need to be updated frequently and require human 
intervention and verification. Hence, they consume a great 
amount of resources and are prone to human error [33]. Due to 
these limitations, it is advisable to combine list-based method 
with other approaches which can handle zero-day attacks, 
at the same time keeping the low false-positive rate.

b: HEURISTIC-BASED METHOD
Developed from list-based, heuristic-based phishing detec
tion approach depends on numerous features extracted from

the webpages' structure to identify fake and untrusted sites. 
These features will be fed into a classifier to build an effective 
phishing detection model [31]. Phishing site characteristics 
in a heuristic-based approach are created based on several 
hand-crafted features, such as URL-based features, webpage 
contents, etc. Phishing webpages are detected by evaluating, 
examining, and analyzing these manually selected compo
nents [22]. Unlike blacklist, the heuristic-based approach 
can detect potential phishing attacks once the webpages are 
loaded, even before their URLs are updated in the blacklist. 
Since heuristic method has better generalization capability, 
it can be used to detect new phishing attacks. Yet, such 
method is only limited to a number of common threats, 
and is unable recognize newly evolving attacks [9]. Besides, 
heuristic-based method tends to have a higher false-positive 
rate as compared to blacklist [8]. Consequently, it can be 
combined with other approaches to solve the high false- 
positive rate problem.

c: VISUAL SIMILARITY
Phishing webpages are detected by checking and comparing 
the visual representation of the websites in visual similar
ity approach, rather than analyzing the source code behind 
it [17]. Identification of malicious webpages can be done by 
finding the resemblance with legitimate sites in page layout, 
page style, etc. Another method is to take the snapshot of the 
targeted websites and compare with the ones in the database 
using image processing technologies [34]. Phishing detection 
based on visual features of webpages' appearance relies on 
the assumption that phishing sites are similar to the legitimate 
ones [5], which might not always be the case. Plus, it requires
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TABLE 3. List of Acronyms for ML and DL Techniques.

Acronym Explanation
NB Naive Bayes
SVM Support Vector Machine
RF Random Forest
DT Decision Tree
LoR Logistic Regression
LR Linear Regression
k-NN K Nearest Neighbor
PCA Principle Component Analysis
DBScan Density-Based Spatial Clustering of Applications Noise
NN Neural Network
CNN Convolutional Neural Network
DNN Deep Neural Network
MLP Multilayer Perceptron
RNN Recurrent Neural Network
GRU Gated Recurrent Unit
LSTM Long-Short Term Memory
AE Autoencoder
SAE Stacked Autoencoder
DAE Denoising Autoencoder
BM Boltzmann Machine
RBM Restricted Boltzmann Machine
DBM Deep Boltzmann Machine
DBN Deep Belief Network
SPN Sum Product Network
GAN Generative Adversarial Network
MRT Multi-task Reinforcement
MAR Multi-agent Reinforcement
AR Asynchronous Reinforcement
QR Q-leaming Reinforcement

higher computational cost since storing snapshots of web
sites need more space than storing their URL. Similar to the 
heuristic-based method, phishing detection based on visual 
similarity has higher false-positive rates than list-based [35].

d: MACHINE LEARNING (ML)
Features are extracted and classified using ML techniques in 
ML-based approach. The accuracy of the classification tech
nique depends on the selected algorithm [36]. This algorithm 
will be used to produce an accurate classifier model to differ
entiate between phishing and legitimate websites [31]. Exam
ples of frequently-used ML techniques include Naive Bayes 
(NB), Support Vector Machine (SVM), Decision Tree (DT), 
Random Forest (RF), k-Nearest Neighbor (kNN), J48, C4.5, 
etc [3], [7], [10], [29]. Similar to heuristic, ML approach 
can detect zero-hour phishing attacks, which is an advan
tage over the blacklist method [1]. Moreover, it also has 
additional advantages as compared to the heuristic approach. 
For instance, ML techniques can construct their own classi
fication models when a significant set of data is available, 
without the need to manually analyze data to understand 
the complicated relationship among them. Unlike heuristic, 
ML can achieve low false positive rate [8]. ML classifiers can 
also evolve to adapt to the changes in phishing trends as the 
phishing tactics evolve.

e: DEEP LEARNING (DL)
DL architecture is built based on neural networks with 
the ability to discover hidden information in the complex

data through level-by-level learning [37]. DL approach has 
become more and more popular in the phishing detec
tion domain with the recent development of DL tech
nologies [2]. Although DL requires a more significant 
dataset and longer training time than the traditional ML 
method, it can extract the features automatically from raw 
data without any prior knowledge [23]. Various DL-based 
techniques have been employed recently to enhance the 
performance of classification for phishing detection [22]. 
Popular algorithms based on DL architecture include Convo
lutional Neural Network (CNN) [22], [38]-[41], Deep Neu
ral Network (DNN) [42]-[45], Recurrent Neural Network 
(RNN) [46], [47], Long Short-Term Memory (LSTM) [44], 
[48]-[50], Gated Recurrent Unit (GRU) [48], [51], [52], and 
Multi-Layer Perceptron (MLP) [53]-[55], etc. It is believed 
that DL algorithms will become a promising solution for 
phishing detection in the near future due to a wide range of 
benefits that they offer [3].

f: HYBRID METHOD
The hybrid approach combines different classification tech
niques to achieve better performance in detecting malicious 
websites [22]. For instance, in a hybrid model where two 
different algorithms are combined, the dataset is trained using 
the first algorithm and then the result is passed to the second 
algorithm for training [36]. The overall accuracy of the hybrid 
model is believed to be higher than those from each individual 
algorithm. When new solutions are proposed to encounter 
various phishing attacks, cyber criminals will always take 
advantage of the vulnerabilities of the solutions and come 
up with new methods and produce new attacks [56]. There
fore, it is recommended to use hybrid models since a single 
approach has its own drawbacks that need to be addressed. 
Hybrid models combine different classification techniques to 
merge their advantages and resolve their individual disadvan
tages. As a result, phishing detection using a hybrid algorithm 
offers higher accuracy and provides a more decisive classifi
cation of phishing [3].

b. deep le a rn in g
Since DL is getting more and more popular as one of the 
effective phishing detection methods, it has become a topic 
of interest in this study. The following section classifies DL 
into several classes, including application areas, techniques 
and datasets.

1) CLASSIFICATION BY APPLICATION AREAS
Intrusion detection, malware detection, spam detection, and 
phishing detection are common areas that applied DL algo
rithms (FIGURE 7) [57]-[61].

Intrusion detection is a technique to discover network 
security violations from both outsiders and insiders by 
monitoring and analyzing the traffic generated from various 
components in the network [62]. The primary purpose of 
an intrusion detection system (IDS) is to manage hosts and 
networks, monitor the behaviors of computer systems, give
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FIGURE 7. Main branches of applying DL in cybersecurity.

warnings if suspicious behaviors are found and take specific 
actions to respond to these illegal and unauthorized activi
ties [63]. IDS can be divided into three types: anomaly detec
tion, misuse detection, and hybrid [59]. Normal behavior in 
anomaly detection is defined and used as a baseline. Then, 
abnormal behaviors are identified by comparing them to the 
normal ones. Whereas, suspicious behaviors are represented 
as signatures in misuse detection, also known as signature- 
based detection. A signature database is established, and 
network attacks are identified if they match these signatures. 
Hybrid is a combination technique that leverages the advan
tages of both anomaly and misuse detection methods. There 
have been many research conducted to develop DL-based 
models for intrusion detection systems [23], [64], [65], since 
DL-based methods can detect unknown malicious attacks, 
reduce false alarm rates and enhance the detection accuracy.

M alware detection is a method to detect malicious soft
ware that aims to interrupt a system's normal operation, 
bypass authentication, collect personal information, and take 
control of the device without users' realization. Examples 
of common malware include worms, viruses, Trojan, botnet, 
rootkits, adware, spyware, ransomware, etc. [66]. Malware 
has become a major concern among cybersecurity experts 
in recent years; thus, having an effective and robust detec
tion approach is crucial to handle rapidly evolved malware 
threats [61]. Malware detection methods can be categorized 
into two groups: PC-based and Android-based. Android mal
ware detection appears to be more popular due to an increase 
in the adoption of mobile devices using the Android operating 
system nowadays [59]. Since DL approaches have achieved 
successful results in different fields, they can also be applied 
to malware identification and classification. The utilization 
of DL for malware detection offers an effective solution to 
distinguish various malware and their variants. In addition, 
DL improves model accuracy and reduces the complexity in 
dimension, time, and computational resources [67].

Spam detection is an approach to identify unsolicited and 
unwanted messages sent electronically to a large number of 
recipients by someone they do not know of [68]. Spam can

be classified according to multiple communication media, 
namely email spam, SMS spam and social spam. Email spam 
fills up the user’s mailbox with undesired messages and unim
portant emails. Meanwhile, SMS spam is usually distributed 
among mobile devices. Social spam has become more and 
more popular with the advent of the Internet and online 
social network, impacting social media users [69]. However, 
problems caused by spam messages can be prevented by spam 
classification and filtering. DL techniques can improve the 
effectiveness of spam filtering methods by developing and 
implementing spam detection systems [59], [70].

Phishing detection is another domain in cybersecurity that 
DL proved to be an effective solution [59], [61], [70], [71]. 
Similar to spam, phishing can also be spread through sev
eral communication channels, such as email, SMS, website, 
online social network, etc [8]. However, phishing has mali
cious intentions and is typically more dangerous as compared 
to spam. Spam emails, for instance, are delivered to users 
regardless of their consent and are often used for advertis
ing purposes. Spam emails consume users’ time, devices’ 
memory and network bandwidth. On the other hand, phishing 
emails impose higher risk since they involve stealing sensi
tive information which can lead to huge financial loss [72]. 
DL efforts toward phishing detection have become a primary 
focus of this study due to the severe damages that phishing 
can potentially cause and the benefits that DL offers to miti
gate these damages.

2) CLASSIFICATION BY TECHNIQUES
DL techniques can be classified into five categories: dis
criminative (supervised), generative (unsupervised), hybrid, 
ensemble, and reinforcement as illustrated in FIGURE 8 
[23], [59], [61], [73], [74]. A list of abbreviations for various 
DL techniques is provided in TABLE 4.

Discrim inative DL models are used for supervised learn
ing to distinguish patterns for classification, prediction or 
recognition tasks [23]. They work with labeled data to predict 
output by observing the inputs [75]. Popular discriminative 
DL models are Convolutional Neural Network (CNN), Mul
tilayer Perceptron (MLP), etc. [74]

Generative DL models are used for unsupervised learn
ing to learn automatically from an unlabeled dataset [23]. 
Generative architectures leverage the advantages of data syn
thesis and pattern analysis to model the input data and gener
ate random samples similar to the existing ones. They can 
describe the correlation among the input data’s properties 
to achieve better feature representation [59]. Examples of 
generative DL models include Autoencoder (AE), Restricted 
Boltzmann Machine (RBM), Deep Belief Network (DBN), 
etc. [73], [74].

H ybrid  approach combines both discriminative and gen
erative modes in a single architecture and therefore, benefits 
from both models [76]. Generative models are used as sub
components for two purposes in a hybrid DL architecture, 
either parameter learning through feature representations 
or improved optimization to generate better discriminative
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TABLE 4. List of Acronyms for DL Techniques.

Acronym Explanation
SCNN Singular Convolutional Neural Network
MCNN Multi-convolutional Neural Network
VCNN Variants of Convolutional Neural Network
ACNN Acoustic model of Convolutional Neural Network
LWCNN Light Weight Convolutional Neural Network
FFNN Feedforward Neural Network
VAE Variational Autoencoder
DAE Denoising Autoencoder
SDAE Stacked Denoising Autoencoder
DRBM Deep Restricted Boltzmann Machine
ARNN Acoustic model of Recurrent Neural Network
BRNN Bidirectional Recurrent Neural Network
BiLSTM Bidirectional Long-Short Term Memory
BiGRU Bidirectional Gated Recurrent Unit
DRL Deep Reinforcement Learning

models [75]. DNN and GAN are examples of DL techniques 
belong to this category.

Ensem ble deep learning (EDL) models can be constructed 
by organizing multiple individual DL algorithms in parallel 
or sequential. There are two types of EDL architectures, 
namely homogeneous and heterogeneous [74]. A homoge
neous EDL model combines DL techniques of the same genre 
(CNN-CNN, LSTM-LSTM, GRU-GRU, etc.). Meanwhile, 
a heterogeneous EDL model integrates DL techniques from 
different genres (CNN-LSTM, CNN-RNN-MLP, etc.). The 
theory behind EDL is that each individual DL algorithm has 
its pros and cons. EDL architectures join their advantages and 
resolve their disadvantages, provide better results, and prove 
to be more effective in phishing detection [70].

Reinforcement learning is an adaptive learning approach 
used to obtain proficiency for optimal behavior. The basic 
concept of reinforcement learning involves an agent who 
performs an action based on trial and error, and interacts 
with an unknown environment that returns feedbacks through 
numerical rewards [77]. Current research has shown a grow
ing interest in deep reinforcement learning (DRL) [77], and 
it is anticipated that DRL will become one of the promis
ing directions in the near future, as it has not been fully 
explored and experimented for designing a phishing detection 
model [59]. Examples of DRL are Multi-task Reinforce
ment (MTR), Multi-agent Reinforcement (MAR), Asyn
chronous Reinforcement (AR), Q-learning Reinforcement 
(QR), etc. [71].

Most of the existing literatures classified DL techniques 
into three main classes: discriminative, generative and 
hybrid [23], [59], [75], [76]. However, they did not include the 
ensemble DL and deep reinforcement learning approaches. 
The taxonomy proposed in this study introduces these two 
additional categories into the classification of DL techniques 
since they play essential roles in solving various security 
issues, including phishing attacks detection [70], yet their 
potential have not been fully exploited and need to be further 
examined [23]. On the one hand, ensemble DL methods 
merge the advantages of individual DL algorithms, cure their

disadvantages, and improve the overall performance of the 
phishing detection model. Ensemble DL is different from 
the hybrid approach because hybrid methods combine super
vised and unsupervised learning, while ensemble models are 
formed by stacking different DL algorithms. For instance, 
DNN is a hybrid DL technique, but DNN-SAE is an ensemble 
DL model. On the other hand, deep reinforcement learning 
has been implemented in a wide range of applications, such 
as pattern recognition, autonomous navigation, air traffic 
control, defense technologies, etc. [59]. As a result, it has 
opened a promising direction for research in the cybersecurity 
domain [70], including the detection of phishing attacks in the 
cyber environment.

Moreover, various frequently-used DL techniques for 
phishing detection were identified based on the analysis 
of 81 selected articles using SLR approach, as shown in 
FIGURE 9. LSTM and BiLSTM are the most popular DL 
techniques with a percentage of 34%, followed by CNN with 
almost equivalent distribution (30%). DNN and MLP con
tributed the same portion of 8%, while only 1 out of 10 articles 
implemented GAN or DRL in their studies. LSTM and CNN 
have been widely used in previous research partly because of 
their numerous benefits. LSTM models solve the vanishing 
or exploding gradient issues exist in the traditional recurrent 
neural network are suitable for handling time-series sequence 
data [21]. Meanwhile, CNN models are best suited for highly 
efficient and fast feature extraction from raw and complex 
data. CNN architectures provide more promising and robust 
results because they reduce the network complexity and speed 
up the learning process [61]. LSTM and CNN are well fit
ted for phishing webpage detection due to these benefits, 
as phishing websites contain multi-dimensional data such as 
text, images or both. In general, each DL algorithm has its 
strengths that can be leveraged, and weaknesses that need be 
improved. Therefore, it is essential to analyze the pros and 
cons of individual DL mechanism to build an effective model 
to detect phishing. Appendix C listed the advantages and 
disadvantages of several DL algorithms used in the previous 
studies.

Appendix D to Appendix Q provide details of DL tech
niques used in the literature. These DL algorithms are classi
fied according to their application, platform, and dataset. It is 
observed that DL has been used to detect website phishing or 
email phishing. In addition, DL was also utilized for either 
feature extraction or classification purpose. Platforms that 
were used for the design of these DL models include Matlab, 
JavaScript, C + + , Weka, Python, and RStudio. Last but not 
least, the datasets used for the implementation of these DL 
algorithms were also analyzed to examine their performance 
in detecting phishing websites and emails, which will be 
discussed in the next section.

3) CLASSIFICATION BY DATASETS
An in-depth examination of 81 reviewed papers also indicated 
that although phishing attacks can be conducted through 
different types of media (voice, SMS, online social network,

36438 VOLUME 10 ,2022



N. Q. Do etal,: Deep Learning for Phishing Detection: Taxonomy, Current Challenges and Future Directions \EEEAccess

“CO*
FIGURE 8. Taxonomy of DL techniques.

FIGURE 9. Distribution of different DL techniques.

etc. [8]), website and email are the most common phishing 
attacks in cyberspace. Among the reviewed articles selected 
for this research study, most of them belongs to the former 
group (47 articles), while a minority of them fit into the latter 
category (12 articles). In addition, different datasets are used 
for website and email phishing.

a: EMAIL PHISHING DATASET
Since emails typically hold private and confidential informa
tion, datasets for email phishing are limited. This restriction 
also applies to the publicly available ones [70]. Email phish
ing datasets contain two types of email, namely ham and spam 
(or phishing) [78]-[80]. FIGURE 10 displays the distribution 
of datasets for email phishing among 81 selected papers for 
this study. Spam Assassin and Enron are the most widely- 
used datasets for email phishing, with an equivalent distri
bution of 19%. Spam Assassin contains both ham and spam 
emails obtained from the SpamAssasin project [81], while 
Enron consists of more than 500 thousand emails generated 
by 158 employees from the Enron Corporation [80].

-7

FIGURE 10. Distribution of datasets for phishing email.

Other popular datasets are from the First Security and 
Privacy Analytics Anti-Phishing Shared Task (IWSPA-AP- 
2018) and Nazario phishing corpus, with both occupies 11% 
of the total email phishing datasets. Email corpus provided 
by the organizer of IWSPA-AP-2018 competition consists of 
two sub-tasks to build and train a classifier to distinguish
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TABLE 5. List of publicly available datasets for email phishing detection.

No Type
Ham Spam Website Created by Email

part Dataset size Related
work

Spam
Assassin
Enron

IWSPA-
AP-2018

Nazario
CSDMC

2010
SPAM
APWG

UCI

https://spamassassin.apaelie.org/

https://www.es.cmu.edu/~enron/

https://dasavisha.github.io/IWSPA-sharedtask/

https://monkey.org/~jose/phishing/

https://github.com/jdwilson4/Intro-to-Machine-
Leaming/tree/master/Data/SPAMData

https://github.com/APWG/ecx

https://archive.ics.uci.edu/ml/datasets.php

Apache Spam 
Assassin Project
CALO Project
Organizers of 
IWSPA2018 
competition
Jose Nazario
Organizers of 
data mining 
competition 

Anti-Phishing 
Working Group 

University 
California 

Irvine

Body + 
Header 
Body + 
Header
Body + 
Header

Body + 
Header

Body

>9,000
>500 

thousand 
Ham: 9,174 
Spam: 1,132 
Total: 10,306

Ham: 1,378 
Spam: 2,949 
Total: 4,327

[80], [81], 
[83]—[85] 
[78]—[80], 
[83], [84]
[83], [86], 

[87]
[80], [81], 

[85]

[88], [89] 

[79] 

[78]

ham or phishing emails from spam and legitimate ones. The 
first sub-task contains emails with only the body part, while 
the second sub-task comprises of emails with both body and 
header [56], [68].

The Nazario phishing corpus was created by Jose Nazario, 
and contained only phishing emails [80]. Other datasets used 
for email phishing detection involve CSDMC2010 SPAM, 
APWG, UCI, etc. A list of the most common datasets to detect 
phishing email is provided in TABLE 5.

b: WEBSITE PHISHING DATASET
Based on the analysis of 81 selected papers, the most 
frequently-used datasets for website phishing detection 
include Phish Tank, Alexa, DMOZ, UCI, and Common 
Crawl. Phish Tank is the most popular depository that pro
vides phishing URLs to train a classifier to differentiate 
between malicious and genuine websites (FIGURE 11). 
A majority (34%) of the articles used Phish Tank as their 
dataset to collect phishing URLs, followed by Alexa and 
DMOZ (9% and 8%, respectively), two databases provide 
legitimate URLs for training and testing purposes [75], [82]. 
UCI is another common repository consisting of both mali
cious and legitimate URLs for machine learning and phishing 
detection [42]. Meanwhile, Common Crawl is a corpus of 
web crawl data comprised of only legitimate sites [48]. A list 
of the most popular datasets for website phishing detection is 
provided in TABLE 6.

IV. CURRENT CHALLENGES
This section analyzes the current issues found in the litera
ture and proposes possible solutions to solve the challenges 
identified in the study, and to answer RQ3.

a . fe a tu re  en g in e erin g
Traditional ML algorithms, as discussed in the previous 
section, require manual feature engineering to extract features 
for phishing detection purposes [20]. The feature extraction

FIGURE 11. Distribution of datasets for phishing website.

and selection process are based on experiment and pro
fessional knowledge, which is tedious, labor-intensive, and 
susceptible to human errors [22]. Some researchers select 
features according to their own experience, while others 
examine different statistical techniques to determine the best- 
reduced set of optimal features [21]. Handcrafted feature 
selection is often done manually and still requires much labor 
and domain expert, limiting the performance of phishing 
detection.

b. z e ro -d a y  a tta ck s
Classical ML techniques still suffer from the lack of 
efficiency in detecting zero-day phishing attacks [10]. The 
detection model must explore new behaviors and be able to 
dynamically adapt to reflect the changes in newly evolving 
phishing patterns to handle these types of attacks effectively. 
The majority of the existing classification techniques are 
unable to explore these new behaviors and incapable of 
adapting themselves to reflect the changes in the environ
ment [92]. As a result, they fail to detect unknown or newly
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TABLE 6. List of publicly available datasets for website phishing detection.

No Dataset TyPe
Legitimate Phishing Website Created by Dataset

size Related work

PhishTank

Alexa

DMOZ

UCI

Common 
Crawl 

Yandex 

Open Phish 

Yahoo 

Kaggle

v'" https://www.phishtank.com/

https://www.alexa.com/

https://dmoz-odp.org/
https://dmoztools.net/docs/en/rdf.html

v'" https://archive.ics.uci.edn/ml/index.php

1/  http://commoncrawl.org/

https://yandex.com/dev/xml/ 

v'' https://openphish.com/

http://dir.yahoo.com/ 

v"' https://www.kaggle.com/datasets

OpenDNS

Amazon

Open 
Directory 

Project 
University 
California 

Irvine 
Common 

Crawl 
Yandex 

Open Phish 

Yahoo 

Kaggle Inc.

>13,000

>50,000

[22], [34], [37]—[40], [43]- 
[48], [50], [52], [54], [77], 

[82], [90]—[100]
[22], [34], [44], [46], [49], 
[82], [92], [93], [95], [97], 

[101]

[43], [58], [82], [88], [91], 
[93], [96]

[43], [80], [97]—[101]

[22], [39], [47], [48], [52], 
[90], [91]

[22], [43], [77], [99] 
[46], [93], [95]
[38], [45], [50]

[97], [102]

evolved phishing attacks. However, DL algorithms can detect 
zero-day attacks more efficiently [73].

c. d l  a lg o r ith m
There are many different DL algorithms and each of them has 
particular characteristics suitable for some specific applica
tions. For example, CNN architecture provides better results 
when processing two-dimensional data with grid topologies, 
such as images and videos, due to the high correlation 
between pixels and neural networks [21]. Meanwhile, RNN 
is more suitable for sequential data, natural language and text 
processing [58]. In addition, more attention has been paid to 
supervised DL, yet the main disadvantage of discriminative 
learning is that it requires a massive amount of labelled data; 
collecting them is very costly and time-consuming [9], [59]. 
Therefore, it is challenging to choose the right algorithm best 
suited for a target application in the context of cybersecurity. 
Selecting an inappropriate algorithm might produce unpre
dictable outputs, leading to a waste of efforts and affect the 
model’s effectiveness and accuracy [70].

d. com p u ta tiona l c o n s tra in ts
Each stage in the phishing detection model, like data pre
processing, feature selection and classification, adds an extra 
level of computational complexity to the overall model. The 
computation complexity increases as neurons and layers in 
deep neural network architecture increase [58]. The use of 
Graphics Processing Units (GPUs) to accomplish maximum 
operations in minimum amount of time makes DL models 
more expensive to build [105]. This problem magnifies when 
new data arrives and model retraining is required [9]. Thus, 
computational complexity is one of the major issues in DL, 
and it is a challenging task for future researchers to build an 
effective phishing detection model with less computational 
resources [106].

Recent research by MIT suggested that the DL model’s 
computational requirements have been growing significantly, 
which exceeds the ability that specialized hardware can han
dle. Additional enhancement will soon be needed since the 
development in hardware is slower than the improvement 
in DL computing power, which limits DL models’ perfor
mance. Furthermore, complex DL models using GPUs and 
TPUs in their implementation have certain effects on the 
environment and energy consumption. The amount of carbon 
dioxide emitted from such models is approximately five times 
an average car’s lifetime emission. This suggests that future 
researchers should start looking for alternative techniques 
more computationally efficient than DL [21].

e. dataset
Dataset issues can be divided into four categories: avail
ability, diversity, recency, and quality [10]. Firstly, there are 
limited resources for phishing email datasets since some 
organizations hesitate to share their information due to pri
vacy issues [70]. Other publicly available phishing website 
datasets contain dead, duplicate, or incomplete links, which 
cannot be accessed by users. Furthermore, there are individ
ual or organizations encountered or conducted research on 
phishing attacks, but did not submit to the crowd-sourcing 
sites; hence, new phishing emails or websites are not made 
publicly accessible [10]. As a result, researchers and devel
opers have difficulty in finding available datasets to work 
with. This can become a major obstacle because DL requires a 
significant amount of data to train deep neural networks [21].

Secondly, the diversity of datasets is also an essential factor 
that can hinder the performance of DL models. If features 
in the datasets are not extensive and representative enough, 
the DL model will not have a great generalization ability [7]. 
DL models trained on datasets that only contain patterns of 
known attacks generally will not perform well when facing
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new phishing patterns. DL models will not be able to detect 
or classify them correctly, especially when attackers con
taminate the datasets with adversarial samples (adversarial 
attacks [9]) to deceive the model into learning phishing 
attacks as legitimates (active attackers [7], [10]). This will 
affect the robustness of the underlying DL model [60].

Thirdly, there are different datasets made publicly available 
to train DL models, but not all of them are up-to-date (lack of 
recency). Moreover, issues caused by limited resources also 
lead to model training and validation on old and obsolete data. 
DL models trained on such datasets might fail to detect mod
ern phishing patterns and produce low detection accuracy [7].

Finally, the efficiency and effectiveness of DL models 
depend on the nature and characteristics of the input data 
(data quality). If the input data contain ambiguous, missing or 
meaningless values and outliers, DL models might produce 
incorrect output results. Non-representative, poor quality, 
irrelevant features, and imbalanced datasets can lead to low 
detection accuracy [7], [10]. Therefore, it is crucial to have 
relevant and high-quality input data to produce better out
comes in DL models. In other words, one potential solution is 
to improve the existing pre-processing techniques or propose 
new data preparation methods to enhance the effectiveness 
of DL models in the phishing detection domain [70]. Signif
icant improvement in model performance can sometimes be 
achieved from higher quality data rather than more sophisti
cated algorithms. Even though the cybersecurity community 
has recognized DL as a promising algorithm for detecting 
phishing attacks, there is still a lack of high-quality datasets 
exist in this field [107].

To sum up, DL generally requires significant datasets to 
achieve high detection accuracy. Thus, data resources con
taining a small number of instances, non-diverse data, out
dated or highly imbalanced samples might cause overfitting 
problems [59]. Similarly, datasets comprising of old phishing 
attacks, do not represent real attack scenarios and behaviors, 
or do not possess real-time properties might not provide reli
able performance results [23]. Models built on such datasets 
will suffer from the lack of efficiency, effectiveness, and 
accuracy in phishing detection.

f. p a ram eter optim ization
The parameters in DL models include, but are not limited 
to, the number of hidden layers in the neural networks, 
number of neurons in each layer, number of epochs, type 
of activation function, type of optimizer, learning rate, and 
dropout rate, etc. [59]. There is no standard guideline for 
an optimal set of parameters that can produce the best 
performance accuracy. Researchers usually need to con
duct a series of experiments to fine-tune these parame
ters [34], [39], [41], [42], [44], [75], [97], [108]. This process 
is time-consuming and requires much effort.

g. eva lua tion  m e tric s
A set of performance metrics need to be measured after train
ing the DL model to evaluate the effectiveness and efficiency

of the underlying algorithm. The most common computa
tional metrics are False Positive Rate (FPR), False Negative 
Rate (FNR), accuracy, precision, recall, etc. [1], [59], [73]. 
Sufficient evaluation metrics are crucial in assessing the per
formance of a phishing detection system. A single metric is 
not representative of the high performance of a DL algorithm, 
but computing all the performance measures are not always 
the case in some of the studies [59]. In addition, appropri
ate evaluation metrics also play a vital role that need to be 
considered [7]. Especially in the case of imbalanced datasets, 
accuracy and error rate are not entirely suitable for perfor
mance evaluation. Instead, other metrics, such as Receiver 
Operating Characteristic (ROC) curve, and Area Under the 
Curve (AUC), are more desirable [10].

h . in fe re n c e  ju s t ific a tio n
One of the main advantages of DL over ML is its ability to 
explore the hidden correlation between features, learn and 
make intelligent decisions on its own by building complex 
algorithms in multi-layer neural networks [21]. However, 
the major drawback of DL models is its inability to jus
tify the inference it makes [42]. Since numerical weights 
represent the underlying knowledge inside DL models, it is 
not possible to explain the logic behind the assumptions, 
decisions, and conclusions that a neural network makes [10]. 
What DL models learn from the data is not interpreted, and 
DL models’ internal operation is almost unknown, like a 
black box. Consequently, it would be difficult to understand 
the correlation between the input features and the output 
results [59]. The problem caused by inference justification 
becomes more challenging when it comes to solving errors. 
When there is an error in a DL model, it is extremely hard to 
diagnose and identify the main cause of the underlying error, 
since the output results are almost uninterpretable [58], [63]. 
Therefore, it is suggested that the causes of the attacks should 
be analyzed thoroughly to design an effective DL model for 
cybersecurity applications [71].

Neural networks are considered as black boxes since their 
internal operations are unknown to humans [9]. DL algo
rithm consists of multiple processing layers to learn data 
representation through multi-level abstraction. Yet, human 
experts have not determined the layer of abstractions but 
are learned from input data through some generic learning 
algorithm [109]. Since it is not possible to give a reasonable 
justification about the relationship between inputs and out
puts in neural networks, more attention should be paid to the 
underlying mechanism inside DL models, even though DL 
algorithms practically perform well and have caught much 
interest among recent researchers [60].

i. b a tch  le a rn in g
Batch learning refers to the learning algorithms in which 
an entire training dataset was obtained prior to model train
ing. Batch learning is used in both traditional ML and DL 
techniques since it offers ease of use and implementation. 
Nevertheless, batch learning still has several drawbacks, such
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as expensive retraining, high memory and computational con
strains, inability to detect newly evolving threats, and poor 
adaptation to concept drift [9]. Online learning, however, can 
solve the problems caused by batch learning and suggests 
a promising direction for future research in the phishing 
detection domain.

j . tim e com p lex ity
DL requires a significant amount of data and a substantial 
amount of time to train the model [103]. Datasets used for 
training neural networks usually contain millions of sam
ples [45], [46], [84], [94], [111]. As a result, they need longer 
time to train the model to obtain high-performance accuracy.

Another factor that might delay the model’s training time 
is limited processing and storage facilities [73].

Time complexity is an issue in threats detection and detect
ing phishing attacks is not an exception [73]. The existing 
detection techniques have been mainly developed for batch 
processing and not for real-time detection. As a result, tra
ditional ML approaches lack efficiency in classifying phish
ing attacks in real-time scenarios. DL, on the other hand, 
can solve the problem caused by time complexity by using 
GPUs in its design and implementation [112]. In addition, 
big data technologies, such as Apache Spark or Hadoop, can 
help reduce the time complexity since they offer real-time 
processing capabilities [113].

Phishing webpages are short-lived; thus, there exists a need 
for real-time detection of phishing websites [10]. Phishing 
attacks are normally deployed in a short duration of time, 
usually in a few days or weeks, making it difficult for security 
experts to detect. The detection mechanism needs to be fast to 
capture zero-day attacks because the time-scale of phishing 
attacks are short. Therefore, real-time detection is a crucial 
part of a practical phishing detection system [7], [9].

k. big data c h a lle n g e s
The big data era imposes new challenges for phishing 
detection [9], especially when classical machine leaning tech
niques cannot handle a significant amount of data. DL, in con
trast, can overcome this issue since it can deal with big data 
and perform better when the dataset size is getting more 
significant. DL when combined with big data, has the ability 
to manage and analyze a large amount of information in a 
short amount of time. However, the training process of DL 
models on such a tremendous amount of data with a single 
processor is not an easy task. Although GPUs and TPUs 
have been used to improve the training speed and reduce 
the training time of DL algorithms, the overall process still 
consumes a significant amount of time and needs high data 
processing capabilities [109].

All of the problems mentioned above are mapped to the 
existing DL techniques and classified into three groups: 
solved, partly solved, and not yet solved as shown in 
TABLE 7. For example, dimensional complexity is the 
major limitation of CNN models. However, this issue can 
be partly resolved by implementing dimensionality reduction

techniques, such as RBM, DBN, AE or DAE [20], [23], 
[67], [70], [74]. In addition, vanishing or exploding gradient 
is a well-known drawback of RNN algorithm, which was 
overcome by its variants, namely LSTM and GRU. Even 
though the vanishing gradient cannot be completely resolved 
since it still occurs in long sequences, LSTM solves the 
problems of long-term dependencies and performs better 
than traditional RNN models [70], [107], [114]. In general, 
the problem of manual feature engineering is eliminated in 
DL, since DL algorithms extract features automatically from 
raw data without the need of prior knowledge. Although 
DL proved to be a promising solution for detecting zero- 
day phishing attacks, this issue has not been completely 
resolved as phishing tactics have evolved rapidly with the 
recent development of technologies. Other common issues 
among DL algorithms are high computational cost and man
ual parameter optimization. The optimal set of parameters 
generate the highest detection accuracy is still debatable. Last 
but not least, all current DL architectures lack of inference 
justification where the internal operation of DL models is 
unexplainable until recently. The following section proposes 
possible directions for future research based on the identified 
research gaps to help solve some of these problems.

V. FUTURE DIRECTIONS
This section provides an answer to RQ3 in which future 
research directions are suggested from the perspective of 
DL and act as a guideline for researchers and developers to 
mitigate phishing attacks in cyberspace.

a . c h o o s in g  th e  r ig h t  a p p ro a ch
Since manual feature engineering can cause biases, DL algo
rithms becomes an alternative that can improve the efficiency 
of phishing detection. It was proven that DL models without 
manual feature extraction could perform better than tradi
tional ML with feature extraction [76]. Moreover, classical 
ML methods are unable to explore the hidden correlation 
between these features. Whereas DL algorithms can extract 
information from the tremendous amount of data, find the 
correlation in the extracted data and handle multiple feature 
selection autonomously [73]. DL algorithms appear to be 
a promising solution since they avoid handcrafted feature 
selection, third-party service dependency, overcome false 
positive rate and improve detection accuracy [66]. DL has 
not been extensively studied in the phishing detection domain 
despite all of these advantages. Therefore, more attention 
should be paid to DL as it is a potential research direction 
in the near future [10].

b. se le c t in g  a n  a p p ro p ria te  d l  m odel
There is a variety of DL techniques used to detect phishing 
attacks in the cyber environment. It is extremely important 
to choose the right algorithm for a specific application as 
it will affect the final outcomes. Therefore, it is essential 
for researchers to understand the reasons behind selecting a 
certain DL architecture, as failing to do so might result in
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TABLE 7. Issues of Existing DL Techniques.
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an ineffective phishing detection model. For instance, it is 
expected that unsupervised DL will become more and more 
popular in the near future [9]. Semi-supervised learning is 
another potential research direction besides unsupervised to 
handle the massive amount of unlabeled data in cyberspace. 
Most of the current DNN models are now using unsupervised 
layer-wise pre-training and supervised fine-tuning, which 
is computationally expensive. However, suppose supervised 
and unsupervised learning can be combined in a powerful 
semi-supervised DNN model. In that case, there will be no 
need to have a separate layer-wise pre-training phase. As a 
result, it can increase detection accuracy while minimizing 
the computational cost [59].

In addition, wrong choices of DL design or imple
mentation, based on low level of maturity on applying 
DL techniques, would lead to biased classification results. 
DL approaches offer a wide range of possibilities that have 
not yet been fully exploited. Researchers and developers 
would fail to explore the full potential of DL architectures by 
overlooking these. For instance, DL models are capable of 
capitalize multimodal (heterogeneous) input data and handle 
multiple classification tasks in addition to single-modal and 
binary classification [115]. On the one hand, multimodal 
DL-based classifier can learn the hierarchical representation 
of all the available modalities in the input data automati
cally, instead of performing the manual feature engineering 
process on a specific modal. On the other hand, multitask 
DL approach can reduce computational overhead, thereby 
limiting redundancy by sharing part of the feature engineering 
procedure. This improves generalization and provides better

classification results, which would help with solving the task 
of phishing detection.

c. em ploying o th e r  co m p u ta tio n a lly  e ff ic ie n t  
te ch n iq u e s
The training process in DL models is performed on a signif
icant dataset and consumes many computational resources. 
Transfer learning can be used to overcome this problem by 
detecting phishing attacks with the same patterns. This can 
be done because transfer learning utilizes pre-trained models 
to solve similar problems and then train only the fully con
nected layer for a new classification task without building 
classifiers from scratch for different types of phishing attacks. 
Transfer learning can be applied without biases from features; 
only adequate data of the new attack is sufficient for the 
task [7], [106].

Besides transfer learning, lifelong learning and online 
learning can also be applied to solve the problem of compu
tational constrains [9]. Online learning is a scalable learning 
algorithm that learns from data, make updates and predictions 
sequentially. In online learning, data is treated as stream 
of instances, making it more efficient than traditional batch 
learning.

Additionally, computational costs can be reduced by 
implementing distributed computing and distributed algo
rithms. Different jobs are distributed among several machines 
in the hybrid network to speed up the process and improve 
performance efficiency. Big data technologies, such as 
Apache Spark, can be applied to handle this task by utilizing
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the parallel computing capabilities to process the data with 
feasible computational resources [73].

One of the major limitations of phishing detection models 
is resource constraint, and DL algorithms are just computa
tionally expensive. It is suggested that edge or fog nodes can 
be used to offload the computational constraints for effec
tive phishing detection without increasing its computational 
cost [21]. Edge computing offers a more scalable platform 
of computational processes and power storage. Leveraging 
edge computing will facilitate handling this problem by allo
cating the computation process to several resources over the 
cloud [23].

Another approach to minimize computational cost is to 
integrate neuromorphic computing with DL. Neuromorphic 
computing is different from deep neural networks in both 
structure and principle. All neurons are activated by the 
activation function in the current deep neural networks, for 
example, Rectified Linear Unit (ReLU), Sigmoid, Tank, etc. 
However, unlike neural networks, all neurons are not acti
vated every time in neuromorphic computing. This allows 
the model to achieve higher efficiency and lower power con
sumption. Neuromorphic computing help reduce the need for 
software and hardware development, leading to an increase 
in computational speed and a decrease in computational 
complexity [107].

d. se le c tin g , la b e ll in g  a n d  tra in in g  dataset
The efficiency and effectiveness of phishing detection solu
tions depend on the selection, labelling, and training of a 
dataset. First, some datasets are not available, non-diverse, 
out of date, or highly imbalanced. Thus, it is essential to select 
a recent and balanced dataset that contains various phishing 
patterns to detect newly evolving attacks in the live envi
ronment [21]. Second, supervised ML techniques required 
labelled data for training, yet the amount of labelled data 
is limited as compared to all the available data on the web. 
Therefore, researchers can apply active learning or crowd
sourcing techniques, in which individuals and organizations 
can label and share malicious URLs, to handle the difficulty 
in acquiring labelled data or learning with limited amount of 
labelled data [9]. Third, pre-trained detection models might 
fail to handle new types of attacks once the phishers mod
ify the nature of malicious websites or URLs [10]. Hence, 
retraining on a more recent dataset is required to fight against 
active attackers when testing data contains different char
acteristics from training data [7]. Furthermore, adversarial 
trainings can be used to handle adversarial attacks by min
imizing the negative influence caused by monotonous sam
ples or polluted data on DL algorithms. Combining DL with 
reinforcement learning is another possible solution, although 
it is unlikely to completely avoid adversarial attacks [60].

In addition, researchers can either increase the sample data 
or reduce the data dimension to solve the unbalanced dataset 
problem. On the one hand, small datasets can cause biases 
and suffer from a lack of generalization of new phishing 
patterns. It is possible to make the sample datasets balanced

by increasing the sample data. On the other hand, training on 
significant datasets is also a challenging and time-consuming 
process. In this case, the dimensionality reduction technique 
can improve the performance accuracy and reduce computa
tional complexity [117].

e. fine-tu n ing  h yp er-p a ra m eters
It is essential to fine-tune several parameters in the DL 
architecture to build a robust and competent model for phish
ing detection. Fine-tuning is a process to optimize the per
formance of a training model by changing the number of 
hidden layers, neurons, epochs, learning rate, etc., in the 
neural network. This process aims to obtain the optimal 
combination of parameters that yield the best performance 
accuracy. Researchers can follow a set of pre-defined rules or 
formulas to calculate these values or narrow down the range 
of possibilities for these parameters. Nevertheless, there will 
exist some rules that are not always applicable or feasible in 
specific scenarios. Researchers need to examine all different 
combinations of parameters as much as possible in such 
circumstances, and choose the optimal parameter setting for 
a neural network with the best output results. Besides, a self
organizing neural network is another option for fine-tuning 
parameters in DL models. This technique allows the network 
to learn incrementally by adding or removing neurons accord
ing to different criteria [59].

f. p ick ing  th e  b e s t  m easures
Another concern that needs to be considered in future 
research is choosing the appropriate metrics to evaluate the 
performance of phishing detection models. Researchers and 
developers must be careful in selecting performance metrics 
for model evaluation in highly imbalanced datasets. It might 
not suitable to use Accuracy, Precision, Recall, and F1-Score 
for class-imbalance issue to assess the effectiveness of the 
phishing detection systems [10]. Conventional metrics like 
accuracy cannot capture the true performance of a detection 
classifier in the case of imbalanced data. Instead, confusion 
matrix and Areas Under the Curve are more desirable. Other 
metrics made for imbalanced dataset are Geometric Mean 
(G-Mean), Matthew’s Correlation Coefficient (MCC), or bal
anced detection rate, etc. [7], [10]

g. em ploying ex p la in a b le  n e u ra l  n e tw o r k
It is advisable to design and implement a DL expert system 
to generate knowledge automatically from training data and 
to overcome the problem of lack of inner explanation in 
deep neural networks [99]. The refined rules are extracted 
from a trained neural network and then is replaced with the 
knowledge base of an expert system by combining these two 
methods in a hybrid model. The neural network will become 
more convincing and reliable as its internal operations are 
explainable.

Several efforts have been made to help reveal the inter
nal interpretation of DL algorithms [118], [119]. However, 
these techniques were applied in different research domains
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(discriminative image localization, depression recognition 
from facial images) and have not been employed for cyberse
curity purposes. When applied, explainable neural work can 
potentially assist security experts in determining the input 
conditions under which output is produced. Especially in the 
cybersecurity domain, understanding the output results of a 
cyber threat detection model would give security experts a 
valuable insight into preventing and mitigating such cyber 
threats.

h . in te g ra tin g  vario u s te ch n iq u e s  in  a  h y b rid  
m odel
Another future direction is to combine different DL tech
niques in a hybrid approach to gain optimized performance 
accuracy in phishing detection. The theory behind this 
method is that each individual DL algorithm has its pros 
and cons. We can merge their advantages and resolve their 
disadvantages by integrating different DL techniques in a 
single approach to provide a more robust model for detecting 
phishing attacks [70].

i. d evelop ing  a  ro b u st , s c a la b le  a n d  f le x ib le  
p h ish in g  d e te c t io n  system
Phishing attacks are continuously evolving with the advance
ment in information technologies, as phishers try to come 
up with a countermeasure for every new solution that secu
rity experts suggest. As a result, it is essential to have a 
robust detection system with a set of features that go beyond 
the common attacks, and a diverse, recent and high-quality 
dataset for model training [7]. Researchers should train the 
DL model on one dataset and test on different data to ensure 
the robustness of phishing detection systems. This is also 
known as generalization experiment, or cross-domain system 
testing, to verify the performance of a phishing detection 
model in classifying various types of attacks [10]. Since 
phishers always change their attacking tactics to bypass the 
defense mechanism, model retraining alone might not be 
sufficient to cope with newly emerging attacks. Therefore, 
a robust phishing detection system is a system with high 
adaptability, which can adjust to reflect the changes in the 
real-world environment, given the variety of phishing attacks, 
the newly evolving attacks types, and the numerous scenarios 
in which such attacks can happen [9].

Besides adaptability, scalability is another requirement 
for future phishing detection models. A phishing detection 
system should be able to handle millions of instances in the 
training data in the big data era. Researchers can employ 
more efficient and scalable learning algorithms, such as 
online learning, or efficient stochastic optimization algo
rithm, to meet the scalability requirement [9]. Moreover, 
big data technologies like Apache Spark and Apache Flink 
can process data in-memory. In-memory processing allows 
data to be analyzed in real-time, and real-time process
ing is extremely important, especially in detecting security 
threats. Incorporating DL and big data technologies will 
help to improve the performance and efficiency of security 
analytics [73].

It is crucial for a phishing detection system to be flexible 
enough for easy design, implementation, improvement, and 
extension, considering the complexity of phishing webpage 
classification based on DL [9]. The flexibility requirements 
include quick model update upon the arrival of new training 
data, being easy to change the classification model when 
needed, being flexible to be extended for model training to 
cope with new attack types, and finally being able to interact 
with users when required.

An example of a robust, scalable and flexible phish
ing detection system is an anti-phishing framework or web 
browser plug-in that can perform multiple tasks, such as 
detecting, preventing, and reporting, once a suspicious web
site is found. An ability to quickly report phishing attacks to 
the organization from the user’s end is an essential feature that 
can be added to the existing phishing detection solutions. The 
time organizations lost on remediation after being attacked 
by cyber criminals can negatively impacts the productivity 
and profitability of their businesses. Therefore, it is vital to 
provide a feasible model that can detect and report phishing 
attacks as automatically and quickly as possible so that they 
cannot cause any further damage to the organizations. It is 
expected that in the future, an all-inclusive phishing detection 
system can be implemented in such a way that it can detect, 
report, and prevent malicious websites without requiring the 
user’s involvement. When users are asked for their credentials 
or personal information, the developed framework or web 
browser plug-in should be able to check if the website is legit
imate and notify the users beforehand. Therefore, a scalable 
and robust phishing detection solution is needed to perform 
website health checking during user browsing in the near 
future [8].

To sum up, many solutions have been proposed to detect 
phishing attacks, but there is no single solution to detect 
all attack types in the vast space of the cyber environment. 
Whenever researchers develop a new solution to fight against 
phishing attacks, phishers will take advantage of the vulnera
bilities in the current solution and come up with a new attack
ing strategy to deceive the users. A list of current issues and 
challenges, together with their recommendation and future 
research directions are provided in TABLE 8, with the hope 
that it will contribute to the mitigation of phishing attacks 
evolving rapidly in recent years.

VI. EMPIRICAL ANALYSIS
This section provides an empirical analysis of several DL 
algorithms to manifest some of the current issues discussed 
above. First, the dataset and a list of features used in the exper
iment are mentioned. Then, the experiment setup is briefly 
described. Finally, the existing problems that DL is facing in 
phishing detection is highlighted from the experiment results.

a . dataset
The dataset used for the experiment in this study was obtained 
from University California Irvine Machine Learning Repos
itory (UCI) which has been widely used by various authors
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TABLE 8. Issues, Recommendation and Future Direction.

No Issue/Challenge Recommendation Future research direction Reference

1 Feature engineering -Extract features automatically from raw data -Employ deep learning algorithm
[10], [21], 
[66], [73], 
[76]

2 Zero-day attacks -Explore new phishing behaviors and dynamically 
adapt to reflects the changes in new phishing patterns

-Apply real-time retraining and online learning 
technique to detect newly evolving phishing 
attacks

[10], [21], 
[73]

3 DL algorithm
-Examine the characteristics of a specific DL 
architecture that is best suited for a particular 
application

-Verify the intension behind selecting a specific 
DL model

[9], [21], 
[58], [59], 
[70]

4 Computational
constraint

-Require significant improvement to reduce 
computational cost
-Look for other computationally efficient techniques 
thanDL

-Apply transfer learning, edge computing, 
lifelong learning, online learning 
-Employ distributed computing by using bid data 
technologies
-Integrate neuromorphic computing with DL

[9], [21], 
[23], [66], 
[73], [74], 
[76], [107], 
[116]
[7], [9],

5 Dataset - Train the model using available, up-to-date, diverse, 
and high-quality datasets

-Apply unsupervised, semi-supervised ML, 
online active learning, and crowdsourcing

[10], [21], 
[23], [59], 
[60], [70], 
ri071,ril71

6 Parameter
optimization -Follow a set of pre-defined rules or formulas -Examine all combinations of parameters 

-Apply self-organizing neural network [59]

7 Evaluation metrics -Select appropriate performance metrics to evaluate 
the system performance

-Use other metrics in highly imbalanced dataset: 
MCC, balanced detection rate, etc.

[1], [7], 
[10], [18], 
[59], [73]
[9],

8 Inference
justification

-Generate and explain the unknown knowledge inside 
DL model
-Analyze the underlying cause of attacks in detail

-Combine neural network with expert systems in 
a hybrid model
-Employ explainable neural network

[10],[20], 
[41], [58], 
[21], [42], 
[59], [63], 
[71], [109]

9 Batch learning
-Learn from data, make updates and predictions 
sequentially
-Treat data as streams of instances

- Apply online learning [9]

10 Time complexity -Minimize the time complexity
-Require real-time detection
-Implement GPU component in deep learning
-Employ big data technologies

[7], [9], 
[10], [60], 
[73], [112], 
[113]

11 Accuracy deficiency -Combine different DL techniques to gain optimized 
performance accuracy

-Integrate various DL algorithms in a hybrid 
model to improve detection rate [21], [70]

12
Robustness,
scalability,
flexibility

-Build a robust, scalable, and flexible phishing 
detection system

-Conduct generalization experiment, or cross
domain system testing
- Apply online learning, big data technologies

[7]—[10], 
[73]

-Analyze data in real-time by using in-memory -Incorporate deep learning algorithms with big [9], [73],
processing technology data technologies [109]

in their research [83], [97], [99], [101]. The dataset consists 
of 11055 URLs, in which 6157 are legitimate and 4898 are 
phishing. The dataset was divided into two parts, 80% for 
training, 20% for testing, and contained a total of 30 features.

FIGURE 12 is a heatmap displaying the correlation matrix 
of the features. The correlation range is from -0.6 to 1, where 
1 is the highest positive correlation and -1 is the lowest 
negative correlation. The closer to 1 the correlation is, the 
more positively correlated the features are. In other words, as 
one increases, so does the other. Specifically in this dataset, 
feature Favicon and Using Popup Window are highly corre
lated. No other feature in the dataset has a high correlation 
except for Favicon and Using Popup Window. Moreover, 
some features have a negative correlation, and others are 
positively correlated. Negative correlations mean one feature 
marks the URL as phishing, while the other does not [97].

b. ex perim en t setup
Various DL models were built in the experiment using Python 
programming language with Tensorflow on Google Col
laborator^ Tensorflow is an end-to-end open-source plat
form for machine learning. It provides tools, libraries and 
resources, allowing researchers and developers to build, train, 
and deploy machine learning models. Google Colaboratory 
enables users to compile and execute python in their own 
browser. Google Colaboratory provides an interactive envi
ronment in which executable code, text, images, HTML, etc., 
can be combined in a single document. Codes are executed 
on Google's cloud servers, allowing users to leverage the 
power of Google's hardware. Plus, several DL models were 
built in this empirical study, including DNN, MLP, CNN, 
RNN, LSTM, GRU, and AE. Parameter settings for these DL 
architectures are listed in TABLE 9.
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TABLE 9. Parameter Settings for Various DL Models.

Parameter
settings No of epoch Batch size Optimizer Learning rate Activation function in the 

hidden layer
Activation function in the 

output layer
Value 50 32 Adam 0.001 ReLU Sigmoid

FIGURE 12. Correlation matrix of features.

TABLE 10. Performance Metrics of Various DL Models.

No Model FPR (%) FNR(%) Precision (%) Recall (%) FI-Score (%) AUC (%) Accuracy (%)
1 DNN 3.80 3.48 96.52 97.13 96.83 99.16 96.38
2 MLP 5.07 3.18 95.95 96.82 96.38 99.13 95.97
3 CNN 3.66 5.58 94.42 97.40 95.89 99.23 95.21
4 RNN 3.88 4.85 95.15 97.00 96.07 99.26 95.57
5 RNN-RNN 9.12 2.57 97.43 92.30 94.80 98.86 94.35
6 LSTM 2.98 10.46 89.54 97.88 93.52 98.02 92.49
7 LSTM-LSTM 7.88 4.91 95.09 93.70 94.39 98.54 93.76
8 BiLSTM-BiLSTM 7.32 7.32 92.68 94.46 93.56 98.10 92.67
9 GRU 4.21 8.24 91.56 96.66 94.15 98.71 93.49
10 GRU-GRU 3.77 4.61 95.39 97.09 96.23 99.35 95.75
11 BiGRU-BiGRU 3.99 5.11 94.89 96.77 95.82 99.16 95.39
12 AE 5.95 5.92 90.63 94.08 92.32 90.90 91.27

c. r e s u l t  a n d  d iscu ss io n
It is essential to select a set of parameters with the best 
performance accuracy when building each DL model. These

parameter settings can vary among different DL models, 
including the number of hidden layers in the neural net
works, the number of neurons in each hidden layer, the
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FIGURE 13. Accuracy and loss of various DL models.

number of epochs, batch size, type of optimizer, learning 
rate, type of activation function, etc. The same set of param
eters was used in this research across all DL models just 
for the purpose of empirical analysis to highlight the cur
rent issues of DL in phishing detection. Fine-tuning will be 
added in future research to find the optimal set of parameters 
for each DL model that can produce the highest detection 
accuracy.

The loss and accuracy of various DL models during train
ing and validation are illustrated in FIGURE 13. The accuracy 
for each DL model is shown in the upper graph, while the 
loss function is displayed in the lower plot. As the number of 
epochs grows, the accuracy starts to increase, while the loss 
function begins to decrease. The training accuracy, or training 
loss, is represented by a blue line, whereas the validation 
result is displayed in orange. A large gap between training and

VOLUME 10 ,2022 36449



\EEEAccass N. Q. Do et al.: Deep Learning for Phishing Detection: Taxonomy, Current Challenges and Future Directions

TABLE 11. Selected studies for this slr.

ID Author and year Title Cite Document 
___ tfflS___

Journal
Quartile

Journal 
Impact Factor Ref

PI

P2

P3

P4

P5

P6

P7

P8

P9

P10

P ll

P12

P13

P14

P15

P16

P17

P18

P19

P20

P21

P22

P23

P24

P25

P26

P27

P28

P29

P30

P31

Adebowale et 
al, 2019 
Adebowale et 
al, 2020 
Ahmad & 
Alsmadi, 2021 
Al-Ahmadi & 
Alharbi, 2020 
Al-Ahmadi & 
Lasloum, 2020 
Aldweesh et al, 
2020
Aljofey et al, 
2020
Al-milli & 
Hammo, 2020 
Alotaibi et al, 
2020
Amanullah et 
al, 2020 
Arshey &
Angel, 2020
Asharf et al, 
2020

Basit et al, 2020

Bello et al, 2020

Berman et al, 
2019
Butez & Win,
2019
Castillo et al,
2020
Chattajee & 
Namin, 2019
Chen, 2020

Chen et al, 2021

Digwal & 
Kavya, 2020 
Dixit &
Silakari, 2021 
Elnagar & 
Thomas, 2018
Fang et al, 2019
Feng & Yue, 
2020
Feng et al, 2019

Feng et al, 2020
Geetha & 
Thilagam, 2020 
Gupta et al, 
2020
Halgas et al, 
2019
Hatcher & Yu, 
2018

Deep Learning with Convolutional Neural Network and 
Long Short-Term Memory for Phishing Detection 
Intelligent Phishing Detection Scheme Using Deep Learning 
Algorithms
Machine Learning Approaches to IoT Security: A 
Systematic Literature Review
A Deep Learning Technique for Web Phishing Detection 
Combined URL Features and Visual Similarity

PDMLP: Phishing Detection using Multilayer Perceptron

Deep Learning Approaches for Anomaly-Based Intrusion 
Detection Systems: A Survey, Taxonomy, and Open Issues 
An Effective Phishing Detection Model Based on Character 
Level Convolutional Neural Network from URL 
A Convolutional Neural Network Model to Detect 
Illegitimate URLs
Mitigating Email Phishing Attacks using Convolutional 
Neural Networks

Deep Learning and Big Data Technologies for IoT Security

An Optimization-Based Deep Belief Network for the 
Detection of Phishing E-mails
A Review of Intrusion Detection Systems Using Machine 
and Deep Learning in Internet of Things: Challenges, 
Solutions and Future Directions
A Comprehensive Survey of Al-enabled Phishing Attacks 
Detection Techniques
Detecting Ransomware Attacks Using Intelligent 
Algorithms: Recent Development and Next Direction from 
Deep Learning and Big Data Perspectives

A Survey of Deep Learning Methods for Cyber Security

Detection of Phishing Websites using Generative 
Adversarial Network
Email Threat Detection Using Distinct Neural Network 
Approaches
Detecting Phishing Websites through Deep Reinforcement 
Learning

Deep Learning for Cybersecurity: A Review

Cyber Security in Smart Cities: A Review of Deep 
Learning-based Applications and Case Studies

Detection of Phishing Website Based on Deep Learning

Deep Learning Algorithms for Cybersecurity Applications:
A Technological and Status Review

A Cognitive Framework for Detecting Phishing Websites

Phishing Email Detection Using Improved RCNN Model 
with Multilevel Vectors and Attention Mechanism 
Visualizing and Interpreting RNN Models in URL-based 
Phishing Detection
A Phishing Webpage Detection Method Based on Stacked 
Autoencoder and Correlation Coefficients 
Web2Vec: Phishing Webpage Detection Method Based on 
Multidimensional Features Driven by Deep Learning 
A Review on the Effectiveness of Machine Learning and 
Deep Learning Algorithms for Cyber Security 
Machine Learning Models for Secure Data Analytics: A 
Taxonomy and Threat Model 
Catching the Phish: Detecting Phishing Attacks Using 
Recurrent Neural Network (RNNs)
A Survey of Deep Learning: Platforms, Applications and 
Emerging Research Trends___________________________

5

4

2

1

57

3

2

1

67

1

8

8

144

21

1

2

24

3

4 

1 

2 

54 

6

230

Conference
paper

Journal
article

Review
article
Journal
article
Journal
article
Journal
article
Journal
article

Conference
paper

Conference
paper

Review
article
Journal
article

Review
article

Journal
article

Journal
article

Review
article

Conference
paper

Workshop
proceeding
Conference

paper
Conference

paper
Journal
article
Journal
article

Review
article

Conference
paper

Journal
article

Conference
proceeding

Journal
article
Journal
article
Journal
article

Review
article

Conference
paper

Journal
article

- - [90]

Q2 2.659 [91]

Q1 9.936 [21]

- -
[120

]
- - [97]

Qi 5.921 [23]

Q2 2.412 [22]

- - [38]

- - [81]

Q2 2.816 [73]

Q4 0.704 [78]

Q2 2.412 [74]

Q3 1.734 [8]

Ql 4.594 [76]

- - [58]

- - [92]

- - [79]

- - [77]

- - [60]

Qi 5.268 [107
]

[121
]- -

Qi 7.707 [71]

- -
[122

]

Ql 3.745 [83]

- - [48]

- - [34]

Ql 3.745 [82]

Qi 6.730 [61]

Q2 2.816 [117
]

- - [80]

Qi 3.745 [57]
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TABLE 11. (Continued.) Selected studies for this slr.

P32 Huang et al, 
2019

Phishing URL Detection via CNN and Attention-Based 
Hierarchical RNN 9 Conference

paper - - [46]

P33 Kumaz & 
Gwad, 2018

Deep Auto-Encoder Neural Network for Phishing Website 
Classification 1 Journal

article - - [103]

P34 Li et al, 2020 LSTM based Phishing Detection for Big Email Data 1 Journal
article - - [111]

P35 Liu & Lang, Machine Learning and Deep Learning Methods for Intrusion 74 Review Q2 2.474 [63]2019 Detection Systems: A Survey article

P36 Liu et al, 2019 Malicious Websites Detection via CNN based Screenshot a Conference [102]Recognition J paper

P37 Mahdavifar & 
Ghorbani, 2019 Application of Deep Learning to Cybersecurity: A Survey 71 Journal

article Ql 4.438 [59]

P38 Mahdavifar & DeNNeS: Deep Embedded Neural Network Expert System 3 Journal
QI 4.774 [42]Ghorbani, 2020 for Detecting Cyber Attacks article

P39 Naway & Li, 
2018

A Review on the Use of Deep Learning in Android Malware 
Detection 21 Journal

article - - [67]

P40 Nguyen et al, A Deep Learning Model with Hierarchical LSTMs and 10 Workshop [86]2018 Supervised Attention for Anti-Phishing proceeding

P41 Odeh et al, 2020 Efficient Detection of Phishing Websites Using Multilayer 
Perceptron 3 Journal

article - - [54]

P42
Phoka & 
Suthaphan, Image Based Phishing Detection Using Transfer Learning 1 Conference [116]
2019 paper

P43 Phomkeona & 
Okamura, 2020

Zero-day Malicious Email Investigation and Detection 
Using Features with Deep-learning Approach -

Journal
article - - [84]

P44 Pooja & 
Sridhar, 2020

Analysis of Phishing Website Detection Using CNN and 
Bidirectional LSTM -

Conference
paper - - [123]

P45 Qamar et al, 
2019

Mobile Malware Attacks: Review, Taxonomy & Future 
Directions 46 Journal

article Qi 0.528 [66]

P46 Rao et al, 2019 PhishDump: A Multi-model Ensemble Based Technique for 
the Detection of Phishing Sites in Mobile Devices 4 Journal

article Q2 2.725 [93]

P47
Rasymas & 
Dovydaitis, 
2020

Detection of Phishing URLs by Using Deep Learning 
Approach and Multiple Features Combinations -

Journal
article - - [94]

P48 Saha et al, 2020 Phishing Attacks Detection using Deep Learning Approach 3 Conference
paper - - [55]

P49 Sahingoz et al, 
2018 Phishing Detection from URLs by Using Neural Networks 6 Journal

article - - [43]

P50 Sarker, 2021 Deep Cybersecurity: A Comprehensive Overview from 5 Survey [70]Neural Network and Deep Learning Perspectives article

P51 Selvaganapathy Deep Belief Network Based Detection and Categorization of 24 Journal [75]et al, 2018 Malicious URLs article

P52 Shirazi et al, 
2020

Improved Phishing Detection Algorithms using Adversarial 
Autoencoder Synthesized Data 1 Conference

paper - - [95]

P53 Singh et al, 
2020

Phishing Detection fiom URLs Using Deep Learning 
Approach -

Conference
paper - - [124]

P54 Sohn, 2021 Deep Belief Network Based Intrusion Detection 
Techniques: A Survey 1 Journal

article Ql 5.452 [62]

P55 Somesha et al, 
2020

Efficient Deep Learning Techniques for the Detection of 
Phishing Websites 6 Journal

article - - [44]

Soon et al, 
2020a

Comparison of Simple Feedforward Neural Network, T n iim n l
P56 Recurrent Neural Network and Ensemble Neural Networks 

in Phishing Detection

ju u i i ia i

article [88]

Soon et al, 
2020b

Comparison of Ensemble Simple Feedforward Neural T n iim n l
P57 Network and Deep Learning Neural Network on Phishing 

Detection
1

ju u i i ia i

article [89]

P58 Sountharranjan 
et al, 2020

Dynamic Recognition of Phishing URLs Using Deep 
Learning Techniques 2 Journal

article - - [96]

P59 Srinivasan et al 
2020

DURLD: Malicious URL Detection Using Deep Learning- 
Based Character level Representations 1 Journal

article - - [101]

P60 Torroledo et al 
2018

Hunting Malicious TLS Certificates with Deep Neural 
Networks 19 Conference

proceeding - - [49]

P61 Vigneshwaran 
et al 2020

Multiple Features Driven Phishing Detection based on Deep 
Learning -

Journal
article - - [125]

P62 Vinayakumar et 
al, 2018

DeepAnti-PhishNet: Applying Deep Neural Networks for 
Phishing Email Detection 4 Workshop

proceeding - - [87]

P63 Vrbancic et al, Parameter Setting for Deep Neural Networks Using Swarm 7 Journal Q4 0.689 [45]2018 Intelligence on Phishing Websites Classification / article
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TABLE 11. (Continued.) Selected studies for this slr.

P64

P65

P66

P67

P68

P69

P70

P71

P72

P73

P74

P75

P76

P77

P78

P79

P80

P81

Wang et al,
2019

Wang et al,
2020

Wason, 2018

Wei etal, 2020

Weiping et al, 
2019

Wu et al, 2020 

Xiao et al, 2020

Ya etal, 2019

Yang, 2020

Yang et al, 
2019a 
Yang et al, 
2019b
Yazhmozhi et 
al, 2020 
Yerima & 
Alzaylaee, 2020

Yi et al, 2018 

Yu, 2020 

Yuan et al, 2019

Zhu, 2020

Sahoo et al, 
2019

Bidirectional LSTM Malicious Webpages Detection Journal
articleAlgorithm Based on Convolutional Neural Network and 11 Q2 3.325 [47]

Independent Recurrent Neural Network
Deep Learning-Based Efficient Model Development for 17 pspatf'n
Phishing Detection Using Random Forest and BLSTM 3 ivcacoitii

article Q2 2.462 [104]
Classifiers

Deep Learning: Evolution and Expansion 58 Journal
article Q3 1.902 [109]

Accurate and Fast URL Phishing Detector: A 12 Journal Q2 3.111 [39]Convolutional Neural Network Approach article
PDRCNN: Precise Phishing Detection with Recurrent n Journal Q4 1.288 [97]Convolutional Neural Networks / article
Network Attacks Detection Methods Based on Deep o Journal Q4 1.288 [114]Learning Techniques: A Survey Z article
CNN-MHSA: A Convolutional Neural Network and Journal

articleMulti-head Self-attention Combined Approach for 11 Ql 5.535 [40]
Phishing Detection Websites
NeuralAS: Deep Word-Based Spoofed URLs Detection 
Against Strong Similar Samples -

Conference
paper - - [98]

Research on Website Phishing Detection Based on LSTM 
RNN 3 Conference

paper - - [50]

Phishing Website Detection Based on Multidimensional 54 Journal
Ql 3.745 [37]Features Driven by Deep Learning article

Detecting Malicious URLs via a Keyword-Based 40 Journal
Qi 3.745 [51]Convolutional Gated-Recurrent-Unit Neural Network article

Anti-Phishing System Using LSTM and CNN -
Conference

paper - - [99]
High Accuracy Phishing Detection Based on 
Convolutional Neural Networks 4 Conference

paper - - [41]
Web Phishing Detection Using a Deep Learning 
Framework 38 Journal

article Q3 1.819 [108]

Phishing Websites Detection Based on Hybrid Model of 
Deep Belief Network and Support Vector Machine - Conference

paper - - [100]
A Character-Level BiGRU-Attention for Phishing 
Classification - Conference

paper - - [52]

Online Meta-Learning Firewall to Prevent Phishing 
Attacks -

Journal
article Ql 4.774 [85]

Malicious URL Detection using Machine Learning: A 
Survey 171 Journal

article - - [9]

validation results is also known as overfitting problem [96]. 
Overfitting usually occurs when the model performs well 
on the training set, but poorly on the validation set, causing 
the training accuracy to be much higher than the validation 
accuracy. As a result, the smaller the gap between the blue 
and orange lines, the better the phishing detection model. 
In other words, the faster the training and validation graphs 
converge, the more efficient the DL algorithm. Most of the 
time, issues caused by overfitting can be prevented by using 
regularization techniques, such as batch normalization, early 
stopping or dropout [22], [23], [94], [101]. As can be seen 
from the graphs, CNN, LSTM and GRU models are less 
prone to overfitting problem since they implemented dropout 
function. In contrast, DNN and MLP algorithm might suffer 
from overfitting because none of the regularization tech
niques were used in the implementation of these DL models.

The results obtained from the experiments are summa
rized in TABLE 10. A set of metrics used to evaluate the 
performance of DL algorithms consists of FPR, FNR, Pre
cision, Recall, F1-Score, AUC, and Accuracy. An effective 
and efficient phishing detection model is expected to have 
high Precision, Recall, F1-score, AUC, and Accuracy, while

low in FPR and FNR measures. From these figures, it is 
observed that the accuracy of the ensemble DL model is 
higher than the individual model. For instance, among the 
LSTM models, ensemble LSTM architectures have slightly 
higher accuracy than a single LSTM model. The accu
racy rate of LSTM-LSTM and BiLSTM-BiLSTM models 
are 93.76% and 92.67%, respectively, whereas that of the 
single LSTM architecture is 92.49%. Similarly, GRU-GRU 
has the highest accuracy level (95.75%) among the three 
GRU models, while a single GRU has the lowest accuracy 
measure (93.49%).

These results are consistent with what has been discussed 
in the previous section, in which ensemble DL models com
bine the strengths and resolve the weaknesses of individual 
models to achieve higher performance accuracy. It is also 
observed from the experiment that LSTM and GRU take 
longer training time as compared to any other models. In addi
tion, among the LSTM architectures, the duration to train 
ensemble LSTM models is longer than the training time of 
a single LSTM model. These results are also in accordance 
with the previous literature in which the more complex the 
DL architecture is, the longer the training time. Therefore,
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TABLE 12. Quality assessment score of the selected studies.

ID QAl QA2 QA3 QA4 QA5 Total
PI 1 1 1 0 0 3
P2 1 1 1 0 0 3
P3 1 1 1 1 4
P4 1 1 1 0 0 3
P5 1 1 0.5 0 0 2.5
P6 1 0 1 1 3
P7 1 1 0.5 0 0 2.5
P8 1 1 0.5 0 0 2.5
P9 1 1 0.5 0 0 2.5

P10 1 0 0 1 1 3
P ll 1 1 0.5 0 0 2.5
P12 1 0 1 1 1 4
P13 0.5 0 0 1 1 2.5
P14 0 0 0.5 1 1 2.5
P15 1 0 1 1 1 4
P16 1 1 0.5 0 0 2.5
P17 1 1 1 0 0 3
P18 1 1 0.5 0 0 2.5
P19 1 0 1 1 1 4
P20 1 0 1 1 1 4
P21 1 1 0.5 0 0 2.5
P22 1 0 1 1 1 4
P23 1 0.5 1 0 0 2.5
P24 1 1 1 0 0 3
P25 1 1 1 0 0 3
P26 1 1 0.5 0 0 2.5
P27 1 1 1 0 0 3
P28 1 0 1 0.5 0 2.5
P29 1 0 1 0.5 0 2.5
P30 1 1 1 0 0 3
P31 0.5 0 0 1 1 2.5
P32 1 1 0.5 0 0 2.5
P33 1 1 0.5 0 0 2.5
P34 1 1 0.5 0 0 2.5
P35 1 0 1 0.5 0.5 3
P36 1 1 1 0 0 3
P37 1 0 1 1 1 4
P38 1 1 0.5 0 0 2.5
P39 0.5 0 1 1 1 3.5
P40 1 1 0.5 0 0 2.5
P41 1 1 0.5 0 0 2.5
P42 1 1 0.5 0 0 2.5
P43 1 1 0.5 0 0 2.5
P44 1 1 0.5 0 0 2.5
P45 0.5 0 0 1 1 2.5
P46 1 1 0.5 0 0 2.5
P47 1 1 0.5 0 0 2.5
P48 1 1 0.5 0 0 2.5
P49 1 1 0.5 0 0 2.5
P50 1 0 1 1 1 4
P51 1 1 1 0 0 3
P52 1 1 1 0 0 3
P53 1 1 0.5 0 0 2.5
P54 1 0 0 1 0.5 2.5
P55 1 1 1 0 0 3
P56 1 1 1 0 0 3
P57 1 1 0.5 0 0 2.5
P58 1 1 0.5 0.5 0 3
P59 1 1 0.5 0 0 2.5
P60 1 1 0.5 0 0 2.5
P61 1 1 0.5 0 0 2.5
P62 1 1 1 0 0 3
P63 1 1 0.5 0 0 2.5
P64 1 1 1 0 0 3
P65 1 1 0.5 0 0 2.5
P66 0.5 0 0 1 1 2.5
P67 1 1 0.5 0 0 2.5
P68 1 1 1 0 0 3

TABLE 12. (Continued.) Quality assessment score of the selected studies.

P69 1 0 1 0.5 0.5 3
P70 1 1 0.5 0 0 2.5
P71 1 1 0.5 0 0 2.5
P72 1 1 0.5 0 0 2.5
P73 1 1 0.5 0 0 2.5
P74 1 1 0.5 0 0 2.5
P75 1 1 0.5 0 0 2.5
P76 1 1 0.5 0 0 2.5
P77 1 1 0.5 0 0 2.5
P78 1 1 0.5 0 0 2.5
P79 1 1 0.5 0 0 2.5
P80 1 1 0.5 0 0 2.5
P81 0.5 0.5 0 1 1 3

besides having an effective DL model that can produce high 
detection accuracy, it is also crucial to reduce the training 
duration, since longer training time requires higher compu
tational resources.

In short, the empirical results obtained from the experiment 
of various DL models have manifested the following issues 
that need to be addressed. First, there is no specific guideline 
for an optimal set of parameters that yield the best perfor
mance accuracy in detecting phishing attacks. Researchers 
need to find-tune these parameters manually by conducting 
very tedious and time-consuming series of experiments. Sec
ond, individual DL models might produce lower accuracy 
as compared to ensemble or hybrid models. As a result, it 
is recommended to combine different DL algorithms in a 
phishing detection model to have an effective and robust 
solution to fight against phishing attacks. Last but not least, 
training duration is another factor that needs to be taken 
into consideration. Even though ensemble and hybrid DL 
models have higher accuracy, they might also take a longer 
time to train. This becomes a problem because a longer 
duration requires higher computational cost, which reduces 
the model's efficiency.

This section has assessed the classification performance 
of different DL algorithms and discussed their related limi
tations by analyzing several DL models in a practical con
text. The empirical analysis was performed with recently 
published, publicly available and commonly-used dataset for 
benchmarking and evaluation in phishing detection. In addi
tion, the performance of various DL models was also eval
uated with a set of standard metrics frequently used for 
validation in the phishing detection domain. Altogether, the 
benchmarking dataset, the evaluation metrics, and the empir
ical results were discussed to highlight the overlooked issues 
along with the perspectives that encourage researchers to 
explore DL and navigate the future research directions of 
phishing detection in this regard.

VII. CONCLUSION AND FUTURE WORK
To sum up, DL has caught much attention among researchers 
across numerous application domains. DL can handle com
plex data and extract raw features automatically without prior
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TABLE 13. Strengths and weaknesses of various DL techniques

No Technique Strengths Weaknesses Reference
(i) Well-fitted to multi-dimensional data such as image and (i) Performance decreases when applied to
speech signals non-spatial data [20], [21], 

[23], [58], 
[61], [67], 
[70], [74], 
[76], [82]

(ii) Best suited for highly efficient and fast feature extraction (ii) Require high computational power
1 CNN from raw data (iii) Lack the ability to learn contextual

(iii) Provided promising and robust results in many other information
applications (iv) Require a big dataset of targeted
(iv) Produce higher accuracies in resolving complex tasks images
(v) More scalable and require less training time
(i) Can solve the vanishing gradient problem (i) Takes a significantly long training time [21], [58],
(ii) Can learn long-term dependencies (ii) Only consider the forward information [63], [70],

2 LSTM (iii) Appropriate for solving problems in time-series sequence 
data
(iv) Fast and effective relearning
(i) Accomplished success in different applications
(ii) Express complex functions with fewer parameters

and ignore the backward information

(i) The learning process could be time
consuming

[74], [107], 
[111], [114], 

[122]

3 DNN (iii) Capable of facilitating tasks of feature extraction and (ii) Require substantial labelled dataset for [59], [67],
representation learning training

(iii) Insufficient parameter selection 
techniques

[114]

4 MLP (i) Able to learn non-linear models even in real-time or on-line (i) Model computationally expensive to [70]learning using partial fit
(i) Suitable for time series/sequential data to maintain the

solve a complex security model
(i) Has an issue of vanishing or exploding

continuity of information gradients [20], [21],
(ii) Provides promising results in sequential data, natural (ii) Unable to capture long-term [58], [59],

5 RNN language and text processing dependencies [61], [67],
(iii) Appropriate for text and pattern recognition (iii) More challenging to train than FFNN [70], [74],
(iv) Successful in next-word-in-a-sentence prediction, speech (iv) Require many resources and time to [107], [114]
recognition, etc. get trained
(i) Lightweight version of LSTM (i) Require long training time

g GRU (ii) Simpler than LSTM in computation and implementation [23], [48],
(iii) Still effective in capturing both short-term and long-term 
dependencies

[114]

(i) Can handle ambiguous inputs (i) Performance sensitive to the parameter [23], [75], 
[76]7 DBM (ii) Solve issues arising from the complexity of BM selection

(iii) Eliminate the connections among neurons in the same layer
(i) Feedback function facilitates extraction of important (i) Need high computational resources
attributes while implementing it on low-powered

8 RBM (ii) Can be used as features extractor to train other models on top devices [67], [70],
of it
(iii) Play an important role in dimensionality reduction, 
classification, etc.

(ii) Single RBM lacks the capability of 
feature representation
(iii) Hard to train well

[74]

(i) Applied for dimensionality reduction/ stand-alone classifier (i) Require a training phase, but with [20], [23], 
[61], [67], 
[70], [74], 

[107], [114]

(ii) Efficient and fast, successfully used for pre-training tasks unlabeled datasets
9 DBN (iii) Suitable for vital feature extraction with training on (ii) Require high computational cost

unlabeled data (iii) Redundant information, easy to trap
(iv) Solve the problem of a single RBM, DNN into local maximal
(i) Reduce the data into lower dimensions without losing its (i) Require high computational power
semantics (ii) May not produce desired results if the
(ii) Improve the system accuracy and reduce its computational training dataset is not representative of the
complexity testing dataset
(iii) Learn and classify output automatically without the need for (iii) May suffer from extensive unlabeled [20], [21],

10 AE a labelled dataset data without enough prior knowledge [23], [34],
(iv) Typically used for dimensionality reduction (iv) Contain only one hidden layer [61], [70],
(v) Achieve better results on small datasets (v) The ability to represent complex [114], [117]
(vi) Can continuously extract useful features and filter the function is limited in the case of finite
useless information samples and computational units
(vii) Capable of learning potential representation of unknow (vi) Generalization ability is constrained
attacks for complex problems
(i) Applied to feature extraction or dimensionality reduction (i) Need pre-training phase

11 DAE (ii) Does not have the capacity to figure 
out what data is pertinent

[67], [74]

(i) Not rely on any assumptions about the distribution (i) Training is difficult [58], [70], 
[74], [107], 

[114]
12 GAN (ii) Useful for detecting zero-day attacks (ii) Produce unstable results

(iii) Able to generate real and balanced dataset (iii) New in conception
(iv) Discover inherent pattern of data to generate new samples
(i) Can be used to solve complex problems that cannot be solved (i) Not yet been fully explored

13 DRL by conventional techniques
(ii) Self-adaptive to the changes in the features

[57]
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TABLE 14. Convolutional neural network (CNN) for phishing detection.

No ID Reference

1 PI [90]

2 P2 [91]

3 P4 [120]

Application area Feature extraction Classification Platform Dataset Dataset size

4 P7 [22]

5 P8 [38]

6 P9 [81]

7 P17 [79]

8 P21 [121]

9 P23 [122]

10 P27 [82]

11 P32 [46]

12 P36 [102]

13 P42 [116]

14 P44 [123]

15 P47 [94]

16 P53 [124]

17 P55 [44]

18 P59 [101]

19 P61 [125]

20 P62 [87]

21 P64 [47]

22 P67 [39]

23 P68 [97]

24 P70 [40]

25 P73 [37]

26 P75 [99]

27 P76 [41]

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection

Email phishing 
detection

Email phishing 
detection

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Email phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection

NA

Sigmoid

NB, LR, RF, 
XGBoost, DNN

Sigmoid

Sigmoid

ReLU

XGBoost

Sigmoid

Softmax

Sigmoid

NA

XGBoost

Sigmoid

Softmax

Sigmoid
Softmax/
XGBoost
Sigmoid

ReLU

Sigmoid

Sigmoid

XGBoost

Sigmoid

Sigmoid

Matlab

Matlab

Python

Python

Keras
Tensorflow

Python
Keras

Tensorflow
GoogleColab

Python
Keras

JavaScript

NA

Python

NA

Python
Keras

Tensorflow
Tensorflow

NA

NA

NA
Python

Tensorflow
Tensorflow

Keras
NA

Tensorflow
Keras

Python

Python
Python

Tensorflow

NA

NA

NA

Python
Keras

Tensorflow

PhishTank 
Common Crawl 

PhishTank 
Common Crawl

NA
PhishTank 

Common Crawl 
Yandex 
Alexa 

PhishTank 
Millersmiles 

Yahoo 
Starting point

PhishingCorpus
SpamAssassin

Enron
APWG

Non-public

NA

NA
PhishTank

Alexa/Amazon
PhishTank
Openphish

Alexa
DMOZ 

Own dataset

ILSVRC-2012-
CLS
NA

PhishTank

Ebbu2017
PhishTank 

Alexa 
Alexa, DMOZ, 

etc., Sophos 
PhishTank 

DMOZ 
IWSPA-AP 

2018 
PhishTank 

Common Crawl 
PhishTank 

Common Crawl 
PhishTank 

Alexa 
PhishTank 
5000 Best 
Websites 

PhishTank 
DMOZ 

PhishTank 
Virus Total 

Yandex

UCI

1 million URLs
10.000 images 
1 million URLs
10.000 images 

2,000 screenshots
&URLs 

Dl: 318,642 
D2: 73,575 
D3: 83,857 
D4: 82,888

2,456 instances

7,315
6.047

84,111
30,776
4.048

NA

NA
21,303
24,800

4,820,940 URLs

3,816

1,2 million images

40.000 

2,585,146

73,575
2,119
I,407 

611,894 
124,574

1.021.758
989.021

NA
13,652
10.000
10.604
10.604 

245,385 
245,023

43,984
45,000

1.021.758
989.021
97.400

97.400

II,055

knowledge. DL has become one of the top interested topics 
in the cybersecurity with the advent of new technologies 
and the rapid growth of data in the big data era, especially

in the phishing detection field. As a result, this study pro
vided a comprehensive review of DL for phishing detection 
through an in-depth SLR approach. The paper also offered a
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TABLE 15. Long short-term memory (LSTM) for phishing detection

No ID Refereni

1 PI [90]

2 P2 [91]

3 P17 [79]

4 P21 [121]

5 P25 [48]

6 P30 [80]

7 P34 [111]

8 P46 [93]

9 P47 [94]

10 P55 [44]

11 P59 [101]

12 P60 [49]

13 P61 [125]

14 P62 [87]

15 P72 [50]

16 P73 [37]

17 P75 [99]

Application area Feature extraction Classification Platform Dataset Dataset size

18 P9 [81]

Website phishing 
detection 

Website phishing 
detection

Email phishing 
detection

Website phishing 
detection 

Website phishing 
detection

Email phishing 
detection

Email phishing 
detection

Website phishing 
detection

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection

Email phishing 
detection

Website phishing 
detection

Website phishing 
detection

Website phishing 
detection

Email phishing 
detection

Softmax

Sigmoid

XGBoost

Sigmoid

Tanh

Sigmoid

SVM

Sigmoid

Sigmoid

Logit

Softmax/
XGBoost

Sigmoid

Sigmoid

XGBoost

Sigmoid

Softmax

Matlab

Matlab

Python
Keras

JavaScript

NA

Python
Keras

Tensorflow

Python

NA

Python
Tensorflow
Tensorflow

Keras

NA

NA

Tensorflow
Keras

Python
Keras

NA

NA

Python
Tensorflow

PhishTank 
Common Crawl 

PhishTank 
Common Crawl 

Enron 
APWG 

Non-public

NA

PhishTank 
Common Crawl 
SpamAssassin 

Enron 
Narazio

Own dataset

PhishTank
Openphish

Alexa

PhishTank

PhishTank 
Alexa 

Alexa, DMOZ, 
etc., Sophos 
Vaderetro 

Alexa 
PhishTank 

DMOZ 
IWSPA-AP 

2018 
PhishTank 

Yahoo 
Directory 
PhishTank 

DMOZ 
PhisTank 

Virus Total 
Yandex 
Phishing 
Corpus 

SpamAssassin

1 million URLs
10.000 images 
1 million URLs
10.000 images 

84,111 
30,776 
4,048

NA

1.5 million URLs

6,951
10,000
14,534

29,942,735

153,788
7,212

170,552

2.585.146

2,119
1,407

611,894
124,574
2,000

1,000,000
1.021.758
989.021

NA

2,000
2,000

1.021.758
989.021
97.400

97.400

2.585.146

TABLE 16. Deep belief network (DBN) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1

2

3

4

P ll

P51

P77

P78

[78]

[75]

[108]

[100]

Email phishing 
detection 

Website phishing 
detection 

Website phishing 
detection 

Website phishing 
detection

DNN

SVM

Java

RStudio

CUDA
C++

Python

Enron
UCI
UCI

DMOZ

ISP

PhishTank
DMOZ

NA

17,700
10,000

1,982,005 URLs

864,753
224,259

TABLE 17. Deep boltzmann machine (DBM) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1 P58 [96] Website phishing 
detection DNN RStudio

PhishTank
DMOZ

PageRank
WHOIS

17.000
20.000 

480 
480

significant insight into the current issues and challenges that 
DL faces in detecting phishing attacks by analyzing the trends 
and patterns of 81 selected articles from various sources. This

research has drawn a taxonomy for phishing detection and 
DL to classify them into several classes based on a thor
ough analysis of the relevant studies. Phishing detection was
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TABLE 18. Bidirectional long short-term memory (BILSTM) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1 P23 [122] Website phishing 
detection NA NA

IWSPA-AP

NA

2 P24 [83] Email phishing 
detection

Tensorflow
Keras

2018
Enron

SpamAssasin

8,780

3 P25 [48] Website phishing 
detection ✓ Sigmoid NA PhishTank 

Common Crawl 1.5 million URLs

4 P27 [82] Website phishing 
detection ✓ Sigmoid Python PhishTank

Alexa/Amazon
21,303
24,800

5 P32 [46] Website phishing 
detection ✓ Softmax NA

PhishTank
Openphish

Alexa
4,820,940 URLs

6 P40 [86] Email phishing 
detection ✓ Tanh Python IWSPA-AP

2018
5,721
4,585

7 P44 [123] Website phishing 
detection ■ / XGBoost NA NA 40,000

8 P64 [47] Website phishing 
detection / Python PhishTank

Crawler
13,652
10,000

9 P65 [104] Website phishing 
detection ✓ NA UCI 2,456

10 P68 [97] Website phishing 
detection ■ / Sigmoid Python

Tensorflow
PhishTank

Alexa
245,385
245,023

11 P71 [98] Website phishing 
detection Sigmoid NA PhishTank

DMOZ
120,166
300,000

TABLE 19. Deep neural network (DNN) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1 P38 [42] Website phishing 
detection ✓ Sigmoid Python

Tensorflow UCI 11,055

2 P49 [43] Website phishing 
detection ✓ Sigmoid Tensorflow PhishTank

Yandex 73,575 URLs

3 P51 [75] Website phishing 
detection DBN ✓ RStudio UCI

DMO
17,700
10,000

4 P55 [44] Website phishing
✓

Python PhishTank 2,119
detection Tensorflow Alexa 1,407

5 P56 [88] Email phishing 
detection Sigmoid NA CSDMC2010

SPAM
PhishTank

4,327

17,000

6 P58 [96] Website phishing 
detection DBM, SAE RStudio DMOZ

PageRank
WHOIS

20,000
480
480

7 P63 [45] Website phishing 
detection Softmax Python

PhishTank 
Yahoo 

Own dataset

11,055
1,353

58,645
88,657

TABLE 20. Stacked autoencoder (SAE/DAE) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

P26

P33

P58

[34]

[103]

[96]

Website phishing 
detection 

Website phishing 
detection

Website phishing 
detection

Softmax

DNN

Matlab

NA

RStudio

PhishTank 11,321
Alexa 8,848

UCI NA

PhishTank 17,000
DMOZ 20,000

PageRank 480
WHOIS 480

classified according to different media and methods, while 
DL was classified by the application areas, techniques and 
datasets. Moreover, this paper also differentiated DL from 
traditional machine learning, and analyzed the strengths and

weaknesses of several DL algorithms used in the previ
ous studies. Finally, an empirical analysis was conducted 
to highlight the open issues discussed in the literature and 
identify possible research gaps for future directions. The
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TABLE 21. Deep reinforcement learning (DRL) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1 P18 [77] Website phishing 
detection ✓ Tensorflow

Ebbu2017
Yandex

PhishTank
73,575

TABLE 22. Multilayer perceptron (MLP) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1

2

3

4

5

6

P5

P ll

P32

P41

P43

P48

[53] 

[78]

[46]

[54]

[84]

[55]

Website phishing 
detection 

Email phishing 
detection

Website phishing 
detection

Website phishing 
detection

Email phishing 
detection

Website phishing 
detection

Softmax

NA

Java

NA

Weka
Python

Python
Tensorflow

CUDA

Python

UCI 
Kaggle 
Enron 
UCI 

PhishTank 
Openphish 

Alexa 
PhishTank 

Millersmiles 
Google search 

Spam 
Enron 

Kyushu 
Own dataset

Kaggle

11,055 URLs 
2,456 URLs

NA

4,820,940 URLs

2,456

4,567,714
517,401

281
4,251

10,000

7 P62 [87] Email phishing 
detection ✓ Sigmoid Tensorflow

Keras
IWSPA-AP

2018 NA

TABLE 23. Recurrent neural network (RNN) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1

2

3

P56

P62

P64

[88]

[87]

[47]

Email phishing 
detection 

Email phishing 
detection 

Website phishing 
detection

Sigmoid

Sigmoid

NA

Tensorflow
Keras

Python

CSDMC2010
SPAM

IWSPA-AP
2018

PhishTank
Crawler

4,327

NA

13,652
10,000

TABLE 24. Gated recurrent unit (GRU) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1

2

P25

P74

[48]

[51]

Website phishing 
detection 

Website phishing 
detection

Sigmoid

Softmax

NA

Python
Keras

PhishTank 
Common Crawl

Own dataset

1.5 million URLs

340.000
65.000

TABLE 25. Bidirectional gated recurrent unit (BIGRU) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1

2

P25

P79

[48]

[52]

Website phishing 
detection 

Website phishing 
detection

Sigmoid

Sigmoid

NA

NA

PhishTank 
Common Crawl 

PhishTank 
Common Crawl

1.5 million URLs 

759,361

TABLE 26. Adversarial autoencoder (AAE) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size
PhishTank 1,000

1 P52 [95] Website phishing 
detection

DT, GB, KNN, 
RF, SVM Python

OpenPhish
Alexa
UCI

Mendeley

3,013
2,000
3,850
10,000

results obtained from the empirical experiments indicated that 
the most common issues among DL techniques are manual 
parameter tunning, long training time and deficient perfor
mance accuracy. These findings imply that further efforts 
need to be taken to improve the state-of-the-art DL algorithms

in terms of fine-tunning, training duration and detection accu
racy, to ensure a robust and effective system for detecting 
phishing attacks in cyberspace. These outcomes also sug
gested that in addition to optimization techniques and ensem
ble methods, integrating DL with big data or cloud-based
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TABLE 27. Generative adversarial network (GAN) for phishing detection.

No ID Reference Application area Feature extraction Classification Platform Dataset Dataset size

1 P16 [92] Website phishing 
detection Keras

Amazon
PhishTank

Basic
workstation

24,084 websites 
11,267 websites

technologies in a hybrid approach are new research direc
tions for phishing detection. Based on the above analysis, we 
believe that this study will serve as a valuable reference for 
researchers and developers in the field of cybersecurity.

As for future work, we will conduct extensive experiments 
by using different sets of parameters to obtain the highest pos
sible detection accuracy. In addition, we also plan to include 
other DL techniques not yet been fully explored in phish
ing detection, such as GAN or DRL. Besides homogeneous 
architectures, we will implement heterogeneous ensemble 
DL models by integrating DL algorithms from different gen
res, for example, CNN-LSTM, DNN-AE, MLP-GRU, etc., 
to examine the effectiveness and efficiency of ensemble meth
ods over individual techniques. Last but not least, instead 
of using a balanced dataset, we will use an imbalanced one 
in the experiment setup, owing to the fact that in real-life 
scenarios, phishing is an imbalanced classification problem, 
where the number of legitimate instances is much higher than 
the phishing ones.

APPENDIX
See Tables 11-27.
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