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Abstract: Dual-stage standalone photovoltaic (PV) systems suffer from stability, reliability issues, and
their efficiency to deliver maximum power is greatly affected by changing environmental conditions.
A hybrid back-stepping control (BSC) is a good candidate for maximum power point tracking (MPPT)
however, there are eminent steady-state oscillations in the PV output due to BSC’s recursive nature.
The issue can be addressed by proposing a hybrid integral back-stepping control (IBSC) algorithm
where the proposed integral action significantly reduces the steady-state oscillations in the PV array
output under varying temperature and solar irradiance level. Simultaneously, at the AC stage, the
primary challenge is to reduce both the steady-state tracking error and total harmonic distortion (THD)
at the output of VSI, resulting from the load parameter variations. Although the conventional sliding
mode control (SMC) is robust to parameter variations, however, it is discontinuous in nature and
inherit over-conservative gain design. In order to address this issue, a dynamic disturbance rejection
strategy based on super twisting control (STC) has been proposed where a higher order sliding mode
observer is designed to estimate the effect of load disturbances as a lumped parameter which is then
rejected by the newly designed control law to achieve the desired VSI tracking performance. The
proposed control strategy has been validated via MATLAB Simulink where the system reaches the
steady-state in 0.005 s and gives a DC–DC conversion efficiency of 99.85% at the peak solar irradiation
level. The AC stage steady-state error is minimized to 0 V whereas, THD is limited to 0.07% and
0.11% for linear and non-linear loads, respectively.

Keywords: photovoltaic (PV); boost converter; integral-backstepping; maximum power point
tracking (MPPT); voltage source inverter (VSI); super twisting control (STC); higher order sliding
mode observer (HOSMO)

1. Introduction

Due to the depleting traditional fuel reserves and serious environmental concerns
related to them, sustainable energy resources are gradually replacing fossil fuels as a source
of energy [1–3]. Due to their abundant availability and reusable properties, researchers are
becoming more interested in renewable energy sources, such as wind, hydro, and solar
energy. Solar energy is considered among the rapidly growing technologies and has
also experienced a significant decline in cost over the past decade [4–6]. In addition
to its cost-effectiveness advantage, solar photovoltaic (PV) systems generate noise free
electricity, produce no environmental pollution, do not deplete natural resources and
is relatively easy to assemble. However, the major drawbacks of PV systems are their
highly non-linear dynamics, low efficiency, and environment-dependent characteristics.
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Studies report that the efficiency of PV cells can range from 9% to 16% only, and the power
supplied by the PV system varies continuously with varying solar irradiation levels and
surrounding temperatures [7]. Several solutions are proposed in the literature to improve
the performance and efficiency of PV systems in order to achieve a consistent and reliable
power output particularly, in changing environmental conditions. The maximum power
point tracking (MPPT) techniques represent one of the most convenient solution to reach
and maintain the optimal operating point in the PV module. These techniques use DC–DC
power converters and a control algorithm that generates the duty ratio of that power
converter in such a way that the PV array and converter impedance are matched and the
maximum power can be extracted. The most common algorithm employed in this regard is
perturb and observe (P&O) based algorithm, in which the output voltage of PV module is
perturbed and the change in output power is observed. If the change in power, ∆Power > 0,
then the voltage will be further perturbed in the same direction until ∆Power = 0 and
vice versa [8]. In [9], the P&O parameters are optimized at the same pattern to generate the
duty ratio for the converter switch to attain maximum power point (MPP). As the algorithm
makes periodic changes in voltage and duty ratio of the boost converter to track the MPP,
therefore, it creates an oscillatory operating point. To overcome the oscillatory nature
of MPP in P&O, incremental conductance (IC) algorithm has been presented in [10–12].
The strategy utilizes the current and voltage measurements to determine the trajectory of
working point thus, giving better performance for uniform weather conditions. However,
when the atmospheric conditions are varied, the tracking becomes exponentially harder
because of continuous change in the slope of the PV curve [3]. Both of these classical
algorithms have the common problem of oscillations around the operating point in the
steady-state because of atmospheric changes [13]. These oscillations in the output not only
cause power losses in the DC stage but also affect the output of the next AC stage when
used in coupled mode.

In order to remove the steady-state oscillations around MPP and to achieve better
efficiency in a shorter response time, intelligent controllers, such as fuzzy logic and artificial
neural network (ANN)-based algorithms have been proposed in [14,15] to track the MPP.
These non-linear techniques are not only robust and efficient but also do not require any
system knowledge to perform their operation. However, on the downside, the perfor-
mance of fuzzy based systems and its computational complexity rely on an adapted fuzzy
model based on the system’s behaviour in varying environment [16]. On the other hand,
ANN require rigorous training mechanism to perform their operation under varying envi-
ronmental conditions. Among the category of intelligent techniques, optimization based
algorithms, such as genetic algorithm (GA) [17], grey wolf optimization (GWO) [18], aunt
colony optimization (ACO) [19], particle swarm optimization (PSO) [20], and musical chairs
algorithm [21] are proved more efficient when compared with conventional algorithms
specifically under partial shading conditions. These algorithms rely on the bio-inspired
population which is initialized randomly where, each member of the population presents a
solution that is communicated among the population to reach the global maximum power
point. However, these techniques continuously evaluate the possible solutions, which
makes their convergence response slow.

In addition to these techniques, other non-linear tracking techniques have been pro-
posed to track the MPP with improved accuracy, such as sliding mode control (SMC) [11,22]
and back-stepping control (BSC) [23]. SMC is well suited for variable structure systems
and inherits the properties of robustness and tolerance against external disturbances but it
suffers from chattering. The BSC control proved stable and efficient for nonlinear systems
because of its Lyapunov function-based design criteria. In [8], BSC has been presented for
MPP tracking with a buck converter. A similar control scheme has been adapted in [23]
for boost converter to track MPP under varying environmental conditions. Although the
algorithm proves itself in robustness and efficiency, however, BSC suffers from the com-
plexity of requiring the computation of derivatives of virtual states, which makes such
implementations prone to numerical instability [24]. Consequently, a significant steady-



Sustainability 2022, 14, 4601 3 of 27

state error is observed in the output during MPP tracking. In response to this, researchers
have attempted countermeasures, such as filtering the virtual states to address the differ-
ential issues of virtual states [25,26]. However, command filters create filter errors that
negatively impact the controller’s performance and a filter compensation signal is needed
to be designed to eliminate these issues. Another effective way to remove the steady-state
oscillations in BSC is the inclusion of integral action. The integral action is applied during
the backstepping design process to improve the convergence of steady-state error under
varying environmental conditions. To remove the steady-state oscillations in BSC, integral
back-stepping control (IBSC) has been presented in [27] for grid-connected distributed
generation system. In similar scope of study IBSC has been used in [28] for MPPT extrac-
tion with buck-boost operation with an electro-mechanical sound system serving as load.
Despite the fact that hybrid IBSC is stable by design and mitigates steady-state fluctuations,
there are still limited studies in the existing literature for IBSC based MPPT for standalone
PV systems.

At the second stage of the PV control system, the accurate regulation of AC voltage
and current is of significant importance. In addition to the nonlinear dynamics of DC–
AC voltage source inverter (VSI), the system performance at this stage is sensitive to
changes in input voltage levels due to variable irradiance levels and sudden fluctuations
in load [29,30]. Any variation in the load acts as a mismatched disturbance entering the
system through a channel different from control input, resulting in a periodic error at
the inverter output voltage [31]. Additionally, when the inverter is connected to highly
non-linear loads, a significant level of total harmonic distortion (THD) is observed at the
inverter output voltage. Consequently, the control performance is degraded, which, in
turn, triggers problems in the application systems [32,33]. Therefore, in AC stage controller
design, it is critical to design a controller that can endure these disturbances with minimal
THD and steady-state error characteristics.

SMC gives a robust dynamic response and reduced steady-state error when applied
to VSI for reference tracking; however, the crucial problems in traditional SMC are its
discontinuous nature and over conservative gain, and design [34,35]. Because of the
inherent signum function in the control structure, the control signal oscillates at infinite
frequency [36] and results in a high steady-state error and harmonic content in the inverter
output. In addition, if the switching gain of SMC, which is designed to overcome the
disturbances in the system, is selected arbitrarily large, then it generates a transient response
with excessive settling time and an undesirable level of overshoot in the inverter output.
Higher order sliding mode control techniques are proposed to address the discontinuous
nature of SMC in [37,38], however, the switching gain must be selected greater than the
bound of the disturbances to ensure the stability of the PV control system. An effective
solution to address this over conservative gain design is a disturbance rejection strategy
in which the inverter disturbances are estimated and then subtracted from the system
rather than compensating through the SMC switching gain. In [31,39,40], disturbance
rejection based SMC strategies have been presented for the smooth operation of the inverter
system. Although disturbance rejection based dynamic SMC control schemes exhibit
better performance for matched disturbances, the studies in the existing literature with
mismatched inverter uncertainties are still limited.

In this paper, a standalone PV system with two independent control strategies have
been presented. At the first stage, a hybrid non-linear MPPT technique based on P&O and
IBSC algorithm is proposed to extract the maximum power from the PV array. The integral
action in the MPPT algorithm significantly reduces the oscillations in the PV array output
that is fed to the DC–AC inverter at the second stage. Then, at the second stage, a dynamic
disturbance rejection strategy based on super twisting sliding mode control (ST-SMC) is
proposed to regulate AC power for a variety of loads at the system output. The PV inverter
load parameter disturbances and their effect on the system dynamics are aggregated into a
lumped perturbation, which is then estimated online by a newly designed higher-order
sliding mode observer. The estimated perturbation is then compensated by the ST-SMC,
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such that a better control performance could be achieved with significant robustness against
load disturbances. The main contributions of the text are listed below

• At the DC stage, the proposed algorithm accurately tracks the MPP, and the MPPT
efficiency remains at 99.85% at the peak solar irradiation level;

• At the AC stage, the controller is model-independent, and only the output voltage
measurement is required to implement the proposed dynamic STC;

• The HOSMO proposed is finite-time convergent and gives robust estimates of sys-
tem states and accumulates the effects of load disturbances as a lumped parameter.
The concept of lumped disturbance rejection enhances the effectiveness of the con-
trol law.

The effectiveness of proposed algorithm is verified for linear and non-linear loads
via MATLAB simulations where, the system is subjected to variable temperature and
solar irradiations.

2. DC–DC Stage Modeling

The DC–DC stage consists of PV solar array that is a combination of multiple solar
cells and a DC–DC boost converter as illustrated in Figure 1. Modelling of a solar cell can be
attained by employing five elements which consist of a photon current source Iph connected
in parallel with a diode, a kilo-ohms level shunt resistance Rsh and a milli-ohms level series
resistance Rs, as presented in Figure 2. Based on the solar irradiance, Iph becomes the
source current which is also dependent on the temperature. Thus, the PV output current
Ipv is actually a function of irradiance and environmental temperature given as

Figure 1. PV based dual stage generation system.
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Figure 2. Structure of the individual solar cell.

Ipv = Iph − ID − Ish (1)

The voltage across diode VD can be written as

VD = Vpv + IpvRs (2)

Then, the diode current can be written as

ID = Isat

[
exp
(

VD
nVT
− 1
)]

(3)

where Isat is the diode saturation current and VT is the thermal voltage given as

VT =
KT
q

nI.N (4)

where K is Boltsman constant, nI is the diode ideality factor, T is the temperature in kelvin
scale, q is the electron charge, and N is the number of solar cells connected in series. The
current through the shunt resistance Ish can be written as

Ish =
Vpv+IRs

Rsh
(5)

By inserting the values of ID and Ish in (1) the PV output current can be written as

Ipv = Iph − Isat

[
exp
(Vpv+IpvRs

nVT

)
− 1
]
−

Vpv+IpvRs

Rsh
(6)

In order to achieve the needed voltage and power for practical applications, multiple
cells are connected in series and parallel combination in the form of panel. The size and
configuration of PV panel is determined by the overall system’s requirements. PV panels
connected in series will deliver higher voltages, while those connected in parallel will
distribute higher currents. Multiple PV panels are then connected in series or parallel
fashion to constitute a PV array. The detail of the solar array used in this paper is given in
Table 1 and their P–V curves for variable temperature and irradiance levels are given in
Figures 3 and 4, respectively.
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Table 1. PV array configuration parameters [23].

Array Data Values

No of parallel strings 1

No. series connected modules per string 4

Maximum power of PV array 976 W

Voltage of PV array at maximum power point 120 V

Current of PV array at maximum power point 8 A
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Figure 3. P–V characteristics of PV array at variable temperature.
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Figure 4. P–V characteristics of PV array at variable irradiation levels.

The second part of the MPPT stage is DC–DC boost converter which is also shown in
Figure 1, where Vpv and Ipv is the voltage and current generated by the solar array, Cin is
the capacitor at the input side of the DC–DC converter that minimizes the ripples in the
solar array output voltage. Lb is the inductor and iLB is the current through the inductor. U1
is the duty signal that controls the switching of the IGBT in order to achieve the maximum
power. D is the diode, Co is the capacitor at the output side of the boost converter whereas,
VCo is the output voltage of the boost converter taken across output capacitor Co. By using
Kirchhoff’s laws the mathematical model of the boost converter can be written as (7)

dVpv
dt =

ipv
Cin
− iLB

Cin
diLb
dt =

Vpv
Lb
− (1−U1)

VCo
Lb

(7)
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By selecting Vpv and iLB as state variables, i.e., [y1 y2]
T = [Vpv iLb ]

T

{
ẏ1 =

ipv
Cin
− y2

Cin

ẏ2 = y1
Lb
− (1−U1)

VCo
Lb

(8)

where U1 ∈ [0 1] is control input that controls the switching operation of the boost
converter. The input to the boost converter, provided by solar panels, varies with solar
radiations, thus, the duty ratio is changed accordingly by the proposed controller in order
to track the maximum power point.

3. Integral Back-Stepping Controller Design for DC Stage

The DC stage control strategy has been presented in Figure 5. The reference voltage
for the algorithm is generated by the P&O algorithm as presented in [23], and the main
objective of the controller design is to track the reference photovoltaic voltage to extract the
maximum power from PV panels. Thus, the voltage tracking error is defined as

Figure 5. Boost converter control strategy .

e1 = ε1 + γ (9)

where ε1 = y1 − Vpvre f and γ =
∫ t

0 (y1 − Vpvre f )dt the tracking error derivative can be
written as

ε̇1 = ẏ1 − V̇pvre f (10)

by inserting the value of ẏ1 from (8) in (10)

ε̇1 =
ipv

Cin
− y2

Cin
− V̇pvre f (11)

The following Lyapunov function is defined for convergence assurance

V1(γ1, ε1) =
1
2

γ2
1 +

1
2

ε2
1 (12)

the derivative of (12) can be written as

V̇1(γ1, ε1) = γ1γ̇1 + ε1ε̇1 (13)

The (13) can be written as

V̇1(γ1, ε1) = γ1ε1 + ε1ε̇1 = ε1(γ1 + ε̇1) (14)
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by placing (11) in (14) gives

V̇1(γ1, ε1) = ε1(γ1 +
ipv

Cin
− y2

Cin
− V̇pvre f ) (15)

The virtual control command for y2 is yd
2 which is the desired inductor current for boost con-

verter. In order to achieve error convergence it is necessary to have V̇1 < −β1ε2
1 < 0, thus

γ1 +
ipv

Cin
−

yd
2

Cin
− V̇pvre f < −β1ε1 (16)

where β1 is positive design constant. From (16), the virtual control yd
2 can be written as

yd
2 = Cinγ1 + iPV − CinV̇PVre f + β1Cinε1 (17)

The second error between the second state y2 and its desired value yd
2 can be defined as

ε2 = y2 − yd
2 (18)

for (18) the y2 can be written as
y2 = ε2 + yd

2 (19)

By inserting (19) in (15)

V̇1(γ1, ε1) = ε1(γ1 +
ipv

Cin
− 1

Cin
(ε2 + yd

2)− V̇pvre f ) (20)

= ε1(γ1 +
ipv

Cin
−

yd
2

Cin
− V̇pvre f )−

1
Cin

ε1ε2 (21)

as (γ1 +
ipv
Cin
− yd

2
Cin
− V̇pvre f ) = −β1ε1, thus, the above equation can be rewritten as,

V̇1(γ1, ε1) = ε1(−β1ε1)−
1

Cin
ε1ε2 (22)

= −β1ε2
1 −

1
Cin

ε1ε2 (23)

The second Lyapunov function can be defined as

V2 = V1(γ1, ε1) +
1
2

ε2
2 (24)

V̇2 = V̇1(γ1, ε1) + ε2ε̇2 (25)

By inserting (23) and the derivative of (18) in (25)

V̇2 = −β1ε2
1 −

1
Cin

ε1ε2 + ε2(ẏ2 − ẏd
2) (26)

after rearranging

V̇2 = −β1ε2
1 + ε2(−

1
Cin

ε1 + ẏ2 − ẏd
2) (27)

after inserting the value of ẏ2 from (8)

V̇2 = −β1ε2
1 + ε2(−

1
Cin

ε1 +
y1

Lb
− (1−U1)

VCo

Lb
− ẏd

2) (28)
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In order to achieve V̇2 = −β1ε2
1 − β2ε2

2 < 0

− 1
Cin

ε1 +
y1

Lb
− (1−U1)

VCo

Lb
− ẏd

2 = −β2ε2 (29)

Simplifying (29) for duty ratio U1

U1 =
Lb

VCo

(−β2ε2 +
ε1

Cin
− y1

Lb
+

VCo

Lb
+ ẏd

2) (30)

U1 is the duty ratio for the boost converter to attain the maximum power from the PV array
whereas, β1 and β2 are strictly positive design constants.

4. AC Stage Inverter Modeling

The second stage of the PV system consists of a single-phase DC–AC inverter as shown
in Figure 1, where VCo is the DC input voltage that is supplied by the output of the boost
converter, L is the inductor and C is the capacitor that forms the low pass filter whereas
S1 → S4 are the semiconductor switches that are controlled by the PWM signal generated
based on controller output, R describes the linear load whereas, u is the control input. iL, iC,
and io are the inductor current, capacitor current and output current, respectively. Output
voltage vo is taken across the filter capacitor which follows the desired sinusoidal reference
voltage. Inverter dynamics by using Kirchhoff’s laws are expressed as{

v̇o =
iL
C −

vo
RC

i̇L =
uVCo

L − vo
L

(31)

For this system, output voltage vo and inductor current iL are considered as state
variables. In reference tracking, the output voltage vo is designed in such a way that it is
able to track the desired sinusoidal reference even in the presence of linear and non-linear
load variations. From (31) it is clear that the load R and DC-state output voltage VCo which
serve as input for the second stage, is coupled to the output voltage vo and inductor current
iL where any variation in the load or input voltage will affect both of the state variables.
By considering the direct coupling between vo and load variation, the system (31) can be
re-expressed as follows; {

v̇o =
iL
C −

vo
RC + d(t)

i̇L =
uVCo

L − vo
L

(32)

where d(t) = ( 1
RC −

1
R0
)vo is the mismatched disturbance that acts on the inverter through

the channel that is different from the input channel. R0 is the nominal value of resistance,
vo is assumed to be the only measurable output, i.e., y = vo and the control objective is to
track a sinusoidal reference voltage vre f such that vre f − vo = 0

5. Super Twisting Controller Design for AC Stage

The disturbance rejection based super twisting sliding mode control strategy has been
presented in Figure 6. The main control objective is to develop a robust controller for this
VSI system that can track the desired reference sinusoidal voltage vre f with minimized
steady-state error and THD in the presence of load variations. In order to proceed with the
design, system (32) is transformed where, the first state is defined as

x1 = vre f − v0 (33)
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Figure 6. AC stage control strategy .

By taking derivative of (33) and inserting Equation (32), it becomes

ẋ1 = x̃2 + d1(t) = x2 (34)

where x̃2 = v̇re f − iL
C + vo

RC and d1(t) = −( 1
RC −

1
R0C )vo. By taking the derivative of (34),

it gives
ẋ2 = f (t) + bu (35)

where b = −Vco
LC and f (t) = v̈re f +

vo
C ( 1

L −
1

R0C ) +
iL

R0C2 − v̇o(
1

RC −
1

R0C ) thus, the inverter
system subjected to load uncertainties can be presented as a class of non-linear dynamic
system which contains the system states as a chain of integrals and system uncertainties as
a lumped parameter, as follows 

ẋ1 = x2

ẋ2 = f (t) + bu
y = x1

(36)

where x = [x1, x2] represents the state vector, f (t) is the lumped parameter disturbance that
includes the so-called matched and mismatched disturbances [41], u is the control input
while b is the input matrix. In order to estimate the system states and lumped parameter
uncertainty the higher order sliding mode observer for n = 2 can be defined as

ˆ̇z1 = v1

v1 = −K1|ẑ1 − x1|
2
3 sign(x̂1 − x1) + ẑ2

ˆ̇z2 = v2 + bu
v2 = −K2|ẑ2 − v1|

1
2 sign(ẑ2 − v1) + ẑ3

ˆ̇z3 = v3

v3 = −K3sign(z3 − v2)

(37)

where K1, K2, and K3 are the observer gains which are designed using particle swarm
optimization whereas z1, z2 and z3 are the estimates of x1, x2 and f (t), respectively. The
sliding surface can be designed as

s = λx1 + x2 = λx1 + z2 (38)
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where λ is a positive constant and z2 is the estimate of state x2 that contribute towards
observer based sliding surface. By taking the derivative of (8), it gives

ṡ = λx2 + ẋ2 (39)

By inserting the value of ẋ2 from (6) in (9)

ṡ = λx2 + f (t) + bu (40)

By making ṡ→ 0 the control law (12) can be derived using feedback linearization technique.

u = −1
b
(λz2 + z3 + usw) (41)

where

usw = −r1|s|0.5sign(s)− r2

∫ t

0
sign(s) (42)

By inserting the value of b and usw, then

u =
LC
VCo

(λz2 + z3 +−r1|s|0.5sign(s)− r2

∫ t

0
sign(s)) (43)

Normally, in order to achieve fast convergence of sliding variable s, the signum
function gains r1 and r2 are designed proportional to the disturbances in the system.
However, these high gains result in overlong settling time, overshoot in the sliding variable
and chattering in the control input. On the other hand, smaller gain values result in
slow convergence. A disturbance estimation and rejection strategy help in implementing
the proposed control law with a small controller gain without the loss of robustness.
The proposed STC control provides smooth sinusoidal voltage to the PV system load with
minimum steady-state error and THD. The stability analysis of the closed loop dynamic
STC for the AC stage is presented in the Appendix A.

6. Simulation Results and Discussion

The combined control strategy for the stand-alone PV system is illustrated in
Figure 7, which outlines the steps taken to implement the control algorithms for both
stages. The hybrid IBSC is implemented for the DC–DC stage and dynamic STC is imple-
mented for the DC–AC stage. The entire strategy is validated through MATLAB Simulink
for varying temperature, solar irradiance, and linear and non-linear loads. The perfor-
mance of the proposed controller is compared with the well established BSC method [23].
The discrete components values used for simulation and designed controller parameters
are presented in Tables 2–4.

Table 2. Simulation parameters for DC stage.

Symbol Description Values

Cin Input Capacitance 47 µF

Lb Boost inductance 3.3 mH

Co output Capacitance 100 µF

Rb Boost load resistor 100 Ω

fsw IGBT switching frequency 15 K Hz

T Environment temperature 25 ◦C

Ts Sampling time 1 × 10−6 s
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Table 3. Characteristic values used for simulation for second DC–AC stage.

Description Symbol Values

Reference Voltage vre f 220 sin(2π f t) v

Inductance L 5.4× 10−3 H

Capacitance C 20× 10−6 F

Nominal linear load R 100 Ω

Non-linear load Rs, RNL, CNL 0.32 Ω, 18 Ω, 3200 µF

Table 4. Super twisting controller parameters for second DC–AC stage.

Description Symbol Values

Controller gain r1 40

Controller gain r2 200

Sliding constant λ 7.5 × 104

PWM swithing frequency fs 15,000

Figure 7. Combined control strategy.

6.1. Performance Evaluation with Varying Environmental Temperature

At the first stage, the performance is evaluated at a fixed radiation level of 1000 W/m2

while making a step change in temperature from 25 ◦C to 50 ◦C at a time instant of 0.25 s as
shown in Figure 8. Figure 9 shows that both the controller exhibits almost similar responses
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at room temperature of 25 ◦C however, when a step change in temperature occurs the
BSC loses its consistency and oscillations of 18 V amplitude is visible in the PV array
output voltage.
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Figure 8. Temperature variation.
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Figure 9. PV array output voltage.

The similar response in visible in Figures 10 and 11 which depict the maximum power
obtained from the PV array and the output voltage of the DC–DC boost converter, respec-
tively.
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Figure 10. Maximum power of PV array at variable temperature.
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Figure 11. DC–DC boost converter output at variable temperature.

6.2. Performance Evaluation with Varying Solar Irradiation Level

Figure 12 describes the various solar irradiance levels that are applied to the PV array
to examine the dynamic response of the proposed IBSC. The initial value of irradiance is set
to 600 W/m2; after each 0.2sec, it is changed to the following values: 200 W/m2, 700 W/m2,
1000 W/m2, and 900 W/m2 in order to have instantaneous step values of irradiance in a
short time for testing the capability of the controller to track the maximum value of power
generated by the PV array.
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Figure 12. Variable irradiation pattern.

As the proposed IBSC accumulates the converter output voltage VCo in its design,
the integral action mitigates the oscillations in VCo as shown in Figure 13. In addition to the
improved response time, there are constant oscillations of almost 3Vpeak−peak in the BSC
method as compared to the proposed method with nominal oscillations of 0.2 Vpeak−peak for
the entire irradiation profile.
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Figure 13. Boost converter output voltage at variable irradiation profile.

The variation in solar irradiation profile caused significant variation in PV current
as presented in Figure 14. The response indicates that the BSC algorithm gives an oscilla-
tion of 0.10 Apeak−peak for entire irradiation profile whereas the proposed algorithm gives
oscillations of 0.04 Apeak−peak.
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Figure 14. PV array current.

Both the controllers track the maximum power with accuracy however, there are
constant oscillations of 3 Wpeak−peak for the BSC as compared to 0.2 Wpeak−peak for the
proposed IBSC as shown in Figure 15, which indicates that the proposed algorithm performs
15 times better than the bench-marked algorithm. The attained values of maximum PV
power can be verified from Figures 3 and 4, which indicates that the proposed controller
tracks the maximum operating points with accuracy.
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Figure 15. PV array power at variable irradiation.

Figure 16 presents the efficiency of the DC–DC converter with the proposed IBSC
where it gives better efficiency for the entire irradiation profile than its counterpart BSC.
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The efficiency of the proposed method is almost 99.4% for the entire irradiation profile
except for the time interval between 0.2 and 0.4 s where the efficiency level drops to 99.1%
because of the lowest irradiation level of 200 W/m2. Although the 1000 W/m2, efficiency is
almost 99.85%, the BSC achieve the maximum efficiency of 99.7% at this level of irradiation.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time(sec)

0

20

40

60

80

100

120

Ef
fic

ie
nc

y 
[%

]

Backstepping Integral backstepping

0.5 0.6 0.7 0.8 0.9

99

99.2

99.4

99.6

99.8

100

100.2

Figure 16. Efficiency of the DC–DC converter.

6.3. VSI Performance for the Entire Solar Irradiation Profile

The cascaded system reference tracking performance is presented in Figure 17 which
shows that the output for the proposed controller approaches steady-state level of 220 V
in 0.004 s as the radiation level reaches from 0 to 600 W/m2 during 0–0.2 s time interval.
Correspondingly, the settling time for the BSC during transient interval is around 0.008 s,
as shown in Figures 17 and 18.

Likewise, it is also visible in Figures 17 and 18 that during the transient phase the
tracking error for the proposed STC is 70Vpeak compared to 150Vpeak of the BSC. Meanwhile,
when the radiation level drops to 200 W/m2 there is a tracking error of almost 100Vpeak
for both the controllers as shown in Figure 18. This high tracking error is because of
the practical limitation of control input or duty ratio that cannot be more than 100%.
Thus, a saturation limit has been imposed in the simulation setup to keep the duty ratio
within the practical limit of 90% as indicated in Figure 19. For the rest of the radiation
profile, the inverter output accurately tracks the reference voltage for both of the controllers
and the tracking error remains at 0V for STC and 1.1Vpeak−peak for BSC as depicted by
Figures 17 and 18, respectively. It is obvious that the inverter output is coupled to the
DC–DC converter output voltage VCo which is used to determine the duty ratio level by the
expression u = vo

VCo
. Considering the practical limit of duty ratio at 0.9 the inverter gives

error-free output long as the VCo remains greater than 244.44 V. It is also clear that the STC
control algorithm counteracts the fluctuation of the VCo, as long as its amplitude remains
greater than 244.44 V. Thus, for the second stage performance analysis, the rest of the results
are presented when the VCo is greater than the threshold level. For that purpose a constant
voltage level of 260 V is selected to check the robustness of the disturbance rejection based
STC strategy against linear and non-linear loads.
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Figure 17. Reference tracking of cascaded system for entire radiation profile.
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Figure 19. Control input for the entire radiation profile.

6.4. Case 1: STC Performance Analysis for Linear and Non-Linear Loads

At linear load, both the controllers accurately track the reference voltage and the
tracking error immediately converges to zero for the proposed algorithm in contrast to
1.1Vp−p error for the BSC controller, as shown in Figure 20a and Figure 20b, respectively.
The load current is quite smooth as depicted in Figure 20c and the estimation errors
converge to zero as illustrated in Figure 21 which shows that the designed observer is
giving the estimated values correctly. The most common and widely used non-linear
load connected to the output of the inverter is full wave bridge rectifier that is used for
battery charging purposes, as shown in Figure 1. Under this type of load, the proposed
STC exhibits robust reference tracking capability, as shown in Figure 22a. The rectifier
current is smooth, and the tracking error converges to zero immediately as presented in
Figure 22c and Figure 22b, respectively. In contrast, the BSC controller lacks to follow
the reference voltage accurately and gives a steady-state error of 11Vpeak, as shown in
Figure 22a and Figure 22b, respectively.
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Figure 20. AC stage performance at constant radiation level for linear load. (a) reference tracking;
(b) tracking error; (c) load current.
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Sustainability 2022, 14, 4601 21 of 27

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Time(sec)      
      (a)      

-200

-100

0

100

200

300

V
o[V

]

Proposed STC Backstepping

0 0.02 0.04 0.06 0.08 0.1

Time(sec)    
    (b)      

-15

-10

-5

0

5

10

15

x 1 [V
]

Proposed STC Backstepping

0 0.02 0.04 0.06 0.08 0.1

Time(sec)    
    (c)      

-40

-20

0

20

40

i o [A
]

Proposed STC Backstepping

Figure 22. AC stage performance at constant radiation level for non-linear load. (a) reference tracking;
(b) tracking error; (c) load current.

6.5. Case 2: THD Analysis

The proposed HOSMO based STC algorithm exhibit superior performance in terms
of harmonic rejection for both linear and non-linear loading conditions. For both types
of loads, the THD is limited to 0.07% and 0.11%, respectively, for the proposed STC, as
illustrated in Figure 23a and Figure 23b, respectively. In parallel, the BSC controller 0.34%
and 2.04% for the linear and non-linear load as illustrated in Figure 23c and Figure 23d,
respectively. Furthermore, a comparison of the proposed algorithm with the previous
works is presented in Table 5 which reflects that the proposed controller exhibits superior
performance compared to its counterparts.

Table 5. Proposed SMC and its comparison with other works.

References [31] [5] [42] [39] Proposed

Standalone (SA)/
grid connected (GC)

SA GC SA GC+SA SA

AC stage controller type SMC ASMC Lyapunov FL+SMC STC

Observer based Yes No No yes Yes

Input power source Battery PV Battery PV PV

Output voltage frequency (Hz) 50 50 50 50 50

Voltage tracking error (V) 0.7 0.9 0 2 0

THD linear load (%) 0.8 0.03 0.13 0.12 0.07

THD non-linear load (%) 1.5 - 0.09 - 0.11

System Robustness Fair Fair Favorable Fair Favorable
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Figure 23. Total harmonic distortion of the PV system for linear and non-linear load. (a) THD of
Proposed control under linear load; (b) THD of Proposed control under non-linear load; (c) THD of
backstepping control under linear load; (d) THD of backstepping control under non-linear load.

7. Conclusions

In this article, an effective control strategy for a dual-stage single-phase PV system has
been presented, where an IBSC has been proposed for the DC stage to extract the maximum
available power from the PV array under varying temperature and solar irradiation levels.
In contrast, a dynamic STC strategy has been presented to control the operation of VSI,
present at the AC stage of the PV system, to attain desired performance under load parame-
ter variations. The effectiveness of the proposed control strategy is evaluated and compared
to the BSC in the MATLAB Simulink environment where, the proposed control strategy
has shown better performance in terms of response speed, conversion efficiency, reduced
steady-state error, and low total harmonic distortion (THD). At the DC stage, the proposed
IBSC tracks the MPP effectively with an efficiency of 99.85% at peak irradiation level com-
pared to 99.7% of the bench-marked BSC. The results also depict that the designed dynamic
STC controller tracks the reference voltage vre f effectively for varying temperature and
irradiation levels as long as the VCo remains greater than 244.44 V. The steady-state tracking
error remains at 0 V compared to 1.1 Vpeak−peak for the BSC whereas the THD remains at
0.07% and 0.34% for linear and non-linear loads, respectively, as compared to 0.11% and
2.04% for the BSC algorithm.
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Appendix A. Stability Analysis

This section illustrates the stability analysis of the proposed closed-loop system in two
steps. Firstly, the observer stability is ensured by proving that the error dynamics converge
to zero and then it is proved that the sliding surface converge to zero in finite time. For that
purpose, the observation errors are defined as

e1 = z1 − x1

e2 = z2 − x2

e3 = z3 − f (t)

(A1)

Assumption: the lumped parameter disturbance f (t) is bounded and its first order
derivative has Lipschitz constant C, i.e., | f (t)| = C. By taking the derivative of the
estimation error (A1) we get the observer error dynamics

ė1 = ż1 − ẋ1

ė2 = ż2 − ẋ2

ė3 = ż3 − ḟ (t)

(A2)

By inserting Equations (36) and (37) in Equation (A2), it becomes
ė1 = −K1|e1|

2
3 sign(e1) + z2 − x2

ė2 = −K2|e1|
1
3 sign(e1) + z3 − f (t)

ė3 = −K3|e1|0sign(e1) + ḟ (t)

(A3)

For real variable e ∈ R to a real power p ∈ R, beep = |e|psign(e)
ė1 = −K1be1e

2
3 + e2

ė2 = −K2be1e
1
3 + e3

ė3 = −K3be1e0 + ḟ (t)

(A4)

Consider the following continuous function

V(e) = γ1be1e
4
3 − γ12be1e

2
3 e2 + γ2|e2|2 − γ23e2be3e2 + γ3|e3|4 (A5)

The V(x) is homogeneous and is differentiable everywhere,but due to the term be1e
2
3

its is not locally Lipschitz [43]. There exist a condition for the coefficients (γ1, γ12, γ2, γ23, γ3)
and gains (K1, K2, K3) of the observer, such that V(e) > 0 and V̇(e) < 0. The V(e) is in
quadratic form for the vector ζT = [be1e

2
3 , e2, be3e2]

V(e) = ζTΓζ, Γ =

 γ1 − 1
2 γ12 0

− 1
2 γ12 γ2 − 1

2 γ23
0 − 1

2 γ23 γ3

 (A6)
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V(e) will be positive definite if and only if Γ > 0. To prove V(e) positive definite the mode
of Γ is given as,

|Γ| =

∣∣∣∣∣∣
γ1 − 1

2 γ12 0
− 1

2 γ12 γ2 − 1
2 γ23

0 − 1
2 γ23 γ3

∣∣∣∣∣∣ (A7)

|Γ| = 0
∣∣∣∣ − 1

2 γ12 γ2
0 − 1

2 γ23

∣∣∣∣+ 1
2

γ23

∣∣∣∣ γ1 − 1
2 γ12

0 − 1
2 γ23

∣∣∣∣+ γ3

∣∣∣∣ γ1 − 1
2 γ12

− 1
2 γ12 γ2

∣∣∣∣ (A8)

|Γ| = −1
4
(γ1γ2

23) + γ3(γ1γ2 −
1
4

γ2
12) (A9)

The V(e) is positive definite and radially unbounded if, and only if,{
γ1 > 0, γ1γ2 − 1

4 γ2
12 > 0

− 1
4 (γ1γ2

23) + γ3(γ1γ2 − 1
4 γ2

12) > 0
(A10)

By taking the derivative of (A5)

V̇(x) = −q11|e1|+ q12be1e
1
3 e2 −

2
3

γ12
|e2|2

|e1|
1
3
− γ12be1e

2
3 e3 + γ23k2be1e

1
3 be3e2 − q13be1e0e3

3 + q23e2e3 − γ23|e3|3 (A11)

where 
q11 = ( 4

3 γ1K1 − γ12K2)

q13 = 4γ3(K3 − f (t)be1e0)
q12 = 2( 2

3 γ1 − γ2K2 +
1
3 γ12K1)

q23 = 2[γ2 + γ23(K3 − be1e0 f (t))be1e0be3e0]

(A12)

V̇(e) given in (A11) will be negative definite, i.e., ˙V(e) < 0for every value of lumped
disturbance | f (t)| 5 C if 

K3 > C
γ12 > 0
γ23 > 0

(A13)

Thus, the error dynamics presented in (A3) will converge to zero in finite time. Af-
ter the error convergence observer’s z1, z2, and z3 in Equation (37) approach to x1, x2, and
f (t) in finite time. 

z1 = x1

z2 = x2

z3 = f (t)

(A14)

Sliding Surface Convergence

Stability of proposed control law is proved using Lyapunov stability criteria. Let us
consider a positive definite Lyapunov candidate

Vs =
1
2

s2 (A15)

V̇s = sṡ (A16)

by inserting the value of ṡ from (39)

V̇s = s(λx2 + ẋ2) (A17)



Sustainability 2022, 14, 4601 25 of 27

by substituting the value of ẋ2 from (36)

V̇s = s(λx2 + f (t) + bu) (A18)

By substituting the value of u(t)

V̇s = s(λx2 + f (t) + b(−1
b
(λz2 + z3 − usw))) (A19)

Which then reduces to the following form

V̇s = s(λx2 + f (t) +−λz2 − z3 + usw) (A20)

= s(λ(x2 − z2) + ( f (t)− z3) + usw) (A21)

= (ŝ + s− ŝ)(λ(x2 − z2) + ( f (t)− z3) + usw) (A22)

5 (|ŝ|+ |s− ŝ|)(λ(x2 − z2) + ( f (t)− z3) + usw) (A23)

5 [|ŝ|(λ(x2 − z2) + ( f (t)− z3))] + [|s− ŝ|(λ(x2 − z2) + ( f (t)− z3))] + |ŝ|usw + |s− ŝ|usw (A24)

By the virtue of observer convergence [|ŝ|(λ(x2 − z2) + ( f (t)− z3))] + [|s− ŝ|(λ(x2 −
z2) + ( f (t)− z3) + usw)] is bounded and significantly small which leaves

Vs 5 |ŝ|usw (A25)

Vs 5 |ŝ|usw = |ŝ|(−r1|s|0.5sign(s)− r2

∫ t

0
sign(s)) (A26)

Vs 5 |ŝ|usw = −|ŝ|(|r1|s|0.5sign(s)|+ |r2

∫ t

0
sign(s)|) (A27)

Vs 5 |ŝ|usw = −η|ŝ| (A28)

where η = (|r1|s|0.5sign(s)|+ |r2
∫

sign(s)|) thus result in, any positive value for r1 and r2
will will result

VsV̇s < 0 (A29)

this completes the proof.
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