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INTRODUCTION 
 

Pneumonia is an acute respiratory disease that affects the lungs’ 

small sacs called alveoli. When a person has pneumonia, the 

alveoli get clogged with pus and fluid, resulting in symptoms 

such as coughing, fever, chills, and trouble breathing owing to a 

lack of oxygen. Pneumonia is the leading infection that affects 

the human population and causes mortality especially in 

children. The World Health Organization (2021, November 11) 

reported that in 2019, pneumonia killed 740 180 children under 

the age of five, accounting for 14% of all fatalities in children 

under the age of five, but 22% of all deaths in children aged one 

to five nationwide.  

One of the most commonly utilized imaging modalities in 

the identification of pneumonia is chest x-ray (CXR). CXR is 

preferred due to its non-invasive characteristics, able to identify 

a wide range of pathology, cost effective, less exposure of 

radiation to patients, simple and easily available (Mittal et al., 

2017). In this respect, CXR is unquestionably a significant 

diagnostic technique that aids in the identification of a wide 

range of lung disorders all over the world (Souza et al., 2019). 

Despite its ease of acquisition, it is also one of the most 

challenging imaging modalities to comprehend. Its 

interpretation is heavily reliant on the individual's level of 

training and experience (Mittal et al., 2017). The lack of critical 

analysis of information captured in the images of CXR 
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contributes to inconsistent outcomes (Teixeira et al., 2021). 

Thus, a computer-aided diagnosis (CAD) system that can 

automatically analyse CXR would be desirable to support 

medical physicians in making decisions and appropriately 

interpreting results (Mittal et al., 2017). Study by Mazzone et al. 

(2013) proved that computer-aided diagnosis (CAD) systems 

are able to identify and distinguish features of lung CXR 

precisely for certain disorders and minimize the burden of 

radiologists at the same time enable remote diagnosis. CAD 

systems have been developed during the last few decades to 

retrieve useful information from X-rays.  

Image segmentation is significantly vital in radiology and 

radiation oncology. An accurate and reliable segmentation 

might aid in either better detection of anomalies or more 

effective disease treatment (Jahangard et al., 2020). Lung 

segmentation is a key stage in CAD systems for diagnosis of 

lung disease (Qin et al., 2018). Lung segmentation divides an 

image into a number of regions based on visual features that are 

nearly constant in each zone (Crisan & Holban, 2014). It can 

offer structural information on shape irregularities as well as 

lung size measurements, which can be used to assess severe 

clinical disorders such as pleural effusion and pneumothorax 

(Dallal et al., 2017). The lung segmentation mask correctly 

identifies the lung area and also defines the non-lung region 

through exclusion, reducing the influence of imaging artifacts in 

the CAD system (Wang et al., 2017).  

Segmentation in image processing can be performed mainly 

through manual segmentation and automated segmentation. 

Manual segmentation entails labelling the 3D structure in each 

2D slice thoroughly. Many models have been proposed for 

manual segmentation. The active contour model notably known 

as ‘snakes’ is one of the most successful methods. The active 

contour model represents the object boundary as a parameter or 

curve surface.  Since the curve surface is associated with the 

energy function, therefore the detection of the object boundary 

is cast as an energy minimization process. Typically, the curves 

are affected by both an internal force and external force. An 

active contour can locate object contours well, once an 

appropriate initialization is done (Nirmala Devi & Kumaravel, 

2008). However, because the energy minimization is done 

locally, the contours that are found can be trapped by a local 

minimum. Therefore, a variety of methods have been proposed 

to increase the snakes’ performance. In order to address the 

problem, Xu & Prince (1998) proposed a new deformable model 

called the ‘gradient vector flow snake’ (GVF). This method 

implements a spatial diffusion of the gradient of the image’s 

edge map instead of using the image gradients as an external 

force directly. Other than that, there are also other methods that 

have been proposed such as edge-based active contour method 

and region-based active contour method (Lie et al., 2006). The 

edge-based active contour models utilize image gradients in 

order to identify object boundaries while region- based active 

contour utilize the statistical information inside and outside the 

contour to control the evolution, which are less sensitive to 

noise. The region-based active contour model is significantly 

less sensitive to the location of initial contour and can efficiently 

detect the exterior and interior boundaries simultaneously 

(Ramudu et al., 2013).  

Although manual segmentation is very comprehensive and 

reliable, it is not practical to be applied on a large scale and it is 

not extensively used in clinical application. Therefore, the aims 

of this study are to develop an automated lung segmentation 

using CXR images for pneumonia detection. In recent years, 

there are a lot of studies that propose an automated segmentation 

framework. Automated CAD system that ensemble Artificial 

Intelligence (AI) has been developed for image segmentation of 

chest x-ray images (Mique & Malicdem, 2020). Deep learning 

technology has achieved good results in medical image analysis 

with the advancement of computer image processing 

capabilities and the continuous enrichment of datasets (Qin et 

al., 2018). Convolutional neural networks (CNNs), which is a 

subset of deep learning, have been frequently employed in 

medical diagnostics (Kundu et al., 2021). The advent of deep 

learning models to automate the segmentation process assists in 

the delineation of the lung region in order to identify the 

frequency of abnormalities. CNNs are built with a variety of 

building blocks, including convolution layers, pooling layers, 

and fully connected layers, to learn spatial hierarchies of 

information automatically and adaptively via backpropagation 

from low- to high-level patterns. The U-Net CNN architecture 

is a modification of CNN to enhance the resolution of the output.  

The architecture is modified to complement the conventional 

CNN with consecutive layers where pooling operators are 

substituted by upsampling operators. One significant change in 

the architecture is that it has a large number of feature channels 

in the upsampling section, which allows the network to pass 

context information to higher resolution layers.  

The expanding path is symmetric to the contracting path and 

produces a u-shaped structure There are no fully linked layers in 

the network and only use the valid portion of each convolution 

comprises the pixels in the supplied picture for which the entire 

context is accessible. This method enables an image 

segmentation algorithm to seamlessly segment arbitrarily big 

pictures by using the tile-overlap approach.  
 
MATERIALS AND METHOD 
 

Data Acquisition 

 

The database collected comprises a mixture of 10192 normal 

and 1345 pneumonia chest x-rays (CXR) and was obtained from 

Kaggle. The database was created by a team of researchers from 

Qatar University, Doha, Qatar, and the University of Dhaka, 

Bangladesh along with their collaborators that combines the 

normal and pneumonia CXR from two different datasets. The 

normal CXR dataset used was collected from the Radiological 

Society of North America while the pneumonia CXR dataset 

used was collected from the Guangzhou Women and Children’s 

Medical Center, Guangzhou. In this dataset, all pneumonia CXR 

were originally screened for quality control before being 

analysed where all low quality or unreadable scans being 

removed. In this database, they also created segmented lung 

masks dataset to be used as ground truth during the segmentation 

process. From the images obtained, only 400 images of normal 

CXR and 495 images of pneumonia CXR were used in this 

study. Data analysis was performed and the characteristics of the 

CXR were evaluated based on the area of the white spots of the 

pneumonia CXR. Only CXR images that have obvious white 

spots are chosen. Other than that, this study also performed 

resize and rescaling on the CXRs datasets. The size of the 

original images downloaded from the database is 384x384. The 

images were then resized to 128x128, the dimension of images 

was chosen because it is the most suitable for U-Net 

segmentation model. The resize was performed for all CXR 

images and masks of normal and pneumonia.  
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Fig. 1 CXR images sample. 

 
Contrast Enhancement 

 

Image enhancement is an important pre-processing approach in 

image processing that highlights important information in an 

image while minimizing or deleting secondary information to 

improve identification quality. The idea is to make the CXR 

images more relevant for a certain application than the original 

images. This study performed a comparative analysis between 

two different enhancement techniques namely contrast limited 

adaptive histogram equalization (CLAHE) and gamma 

correction-based enhancement technique. Both techniques were 

applied to all CXRs images and then used for segmentation and 

the performance was evaluated from the segmentation output. 

CLAHE is a new contrast enhancement technique has been 

proposed to overcome drawbacks from adaptive histogram 

equalization (AHE) method where it can prevent the 

overamplification of noise that occurs. Since AHE applies 

histogram equalisation to small bits of the image that enhance 

the contrast of each region individually, it will adaptively 

improve local contrast and edges in each area of the picture 

based on the local distribution of pixel intensities instead of the 

global information in the image. Therefore, it may overamplify 

the image's noise component CLAHE employs a contrast 

amplification limiting method that is performed to each 

neighbouring pixel and then generates a transformation function 

to minimize the noise. CLAHE restricts amplification by 

clipping the histogram at a user-specified value known as clip 

limit. The clipping level controls how much noise in the 

histogram is smoothed and hence how much contrast is increase.  

The image was divided into multiple non-overlapping areas 

of almost similar size. The histogram of each area is then 

computed. The clip limit for clipping histograms is then 

determined. Next, each histogram is reallocated such that its 

height does not exceed the clip limit. The clip limit is derived 

by, which can be expressed as equation (1) (Koonsanit et al., 

2017): 

 

𝛽 =
𝑀𝑁

𝐿
(1 +

𝛼

100
(𝑆𝑚𝑎𝑥 − 1)) (1) 

 

where β is the clip limit, M×N is number of pixels in each area, 

L represents the number of grayscales, α is a clip factor (0- 100), 

and Smax is the maximum allowable slope. From equation (1), 

if α=0, then the clip limit = 
𝑀𝑁

𝐿
 . 

Gamma correction is a non-linear operation performed on 

the pixels of the source picture. Gamma correction uses the 

projection link between the value of the pixel and the value of 

the gamma according to the internal map to enhance the image 

by alternating the pixel value. 

The projection relationship between pixel value and gamma 

value was established according to the internal map to alternate 

the pixel value. Equation (2) defined the linear map from P to 

Ω (Yu et al., 2020; Apostolopoulos & Mpesiana, 2020): 

 

𝜙: 𝑃 → 𝛺, 𝛺 = {𝜔|𝜔 = 𝜙(𝑥)}, 𝜙(𝑥) =
𝜋𝑥

2𝑥𝑚
 (2) 

   

where P represents the pixel value within the range [0,255], Ω 

represents the angle value, I’ is the symbol of the gamma value 

set, and x is the pixel's grayscale value (x ∈ P), xm is the 

midpoint of the range [0, 255]. 

Equation (3) defined the mapping from Ω to I 

 

ℎ ∶ 𝛺 → 𝐼′, 𝐼′ = {𝛾|𝛾 = ℎ(𝑥)} (3) 

  

{
ℎ(𝑥) = 1 + 𝑓1(𝑥)

𝑓1(𝑥) = 𝑎 cos(𝜑(𝑥))
 

 

Based on this map, group P can be related to Ґ group pixel 

values. The arbitrary pixel value is calculated in relation to a 

given gamma value. 

Let γ (x) = h(x), and the gamma correction function is 

defined as equation (4): 

 

𝑔(𝑥) = 255 (
𝑥

255
)

1/𝛾(𝑥)

 (4) 

 

where g(x) represents the output pixel correction value in 

grayscale. 

Once this approach is applied, the correction value of a pixel 

will be connected to the value of the original pixel which 

satisfies the image correction requirements. 

 
Image Segmentation 

 

Background interference in CXR pictures may be efficiently 

suppressed by segmenting the ROI in the lungs (Li et al., 2019). 

The lung segmentation goal is to remove all unwanted 

background and retain the lung area. This process also aims to 

decrease noise that might interfere with model prediction. In this 

study, U-Net CNN, a semantic segmentation algorithm has been 

utilised for the image segmentation tasks as it outperforms the 

classic CNN architecture. The segmentation process extracted 

the ROI of lungs for normal and pneumonia CXRs. Instead of 

supplying the whole CXR image into the classification model 

for detection of pneumonia, a segmentation process was 

employed. The output of this lung contour was used in next step 

for feature extraction analysis. 

U-Net CNN architecture as shown in Figure 2 is a fully 

convolutional network (FCN) consists of two basic components 

which are a contraction path on the left side, also known as an 

encoder and an expansion path on the right sidealso known as 

decoder whereby the contraction path has a function of 

recording image information, while expansion path utilizes the 

encoded information to provide segmentation output. In the 

middle between these two paths, the architecture consists of skip 

connections that concatenate the data and this concatenation of 

feature maps enables the U-Net model model to localize 

information in the semantic segmentation process.  

Firstly, the segmentation process started with the contraction 

path also known as encoder down sampled the picture and 

captured the context by stacking the standard convolutional and 

max pooling layers. The contraction path was designed 

according to typical architecture of a convolutional network. 

The contraction path in the generated UNet model contains 

convolutional layers and the activation function that was used is 

the rectified linear unit (ReLU) activation function (Shaziya & 
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Shyamala, 2020). In the contraction path, on the top is where the 

process started by resizing the input image and went to the input 

layers. These input images passed through the convolutional 

layer of 3 by 3 matrix followed by the ReLU activation layer 

then produced the output of the first top level of contracting 

path. In the convolutional layer, there is a filter known as kernel 

that convolved with the input image and created an activation 

map. The ReLU activation layer as activation function allowed 

the model to learn complex functional mappings between the 

inputs and response variables. Next, the output image from the 

first level passed through the max pooling layer of stride 2. In 

the max pooling layer, the 2x2 matrix was employed. The 

maximum value of pixels was replaced in the 2 by 2 matrix. Max 

pooling layer helps reduce the spatial size of the convolved 

features and also helps reduce overfitting by reducing the 

dimension and complexity of the images. These processes were 

repeated until the images reached the lowest layer. Each 

encoding block composed of two 3x3 convolutional layers 

(unpadded convolutions) applied consecutively, each followed 

by a rectified linear unit (ReLU) and a 2x2 max pooling 

operation with stride 2 for downsampling. The number of 

feature channels was doubled at each downsampling step 

(Ronneberger et al., 2015).  

The expanding path, or decoder path, on the other hand, is 

meant to generate the segmentation map utilising the extracted 

features and employs an up-sampling of the feature map 

concatenated with the cropped feature map from the contracting 

path (Kumarasinghe et al., 2022). Each block in the expansion 

route comprises of an upsampling of the feature maps followed 

by a 2x2 convolutional operation, a concatenated series of 

equivalent feature vectors from the contraction route, and two 

3x3 convolution operations, each followed by activation 

function ReLU. At the conclusion, a 1 1 convolutional operation 

was used to map each 32-section feature map to two different 

classes (Kalane et al., 2021). The output after the 1 by 1 

convolution layer at the expansive path is the output 

segmentation map that has two channels where one for 

foreground and one for the background class. 

The backbone of the CNN is the convolutional layers, 

which entail a mathematical computation by convolving two 

separate functions, which in this case, the input images and a set 

of weights known as the kernel. This process results in a layer 

of feature maps. The convolutional layers are in charge of 

feature extraction, where it learned simple features like colour 

and edges in the first layer and more complicated information as 

the layer progresses. 

 
Features Extraction  

 

The lung contours obtained as segmented output from the 

previous segmentation process were used for the features 

extraction analysis. Many features were considered for the 

extraction purpose for the detection of pneumonia. Some of the 

features included are the visual, texture, intensity and geometric 

moment. Different analyses were carried out for different 

parameters of feature extraction (Goyal & Singh, 2021). 

The lung area of the CXR can be considered as one of the 

vital features to classify the lung into normal or abnormal. The 

detection of lung areas is generally the initial step in the 

computerized analysis of chest radiography. The extent of the 

lungs allows the medical practitioners to conduct a more 

thorough assessment of the lungs' condition. The area is 

obtained by the summation of areas of pixels in the image that 

is registered as 1 in the binary image obtained as indicate in 

equation (5). 

 

A=n{1}  (5) 

 

where, n{ } represents the count of numbers of the pattern within 

the curly brackets. 

 
Fig. 2 CNN U-Net architecture (Ronneberger et al., 2015). 
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The area of the segmented lungs from the previous 

segmentation process is extracted for the feature extraction 

analysis by using MATLAB. The area of all images for both 

classes normal and pneumonia are extracted. 

 
Performance Evaluation  

 

The main purpose of this feature extraction analysis was to 

validate the reliability of the U-Net segmentation model to 

segment the lungs CXR. The result of the statistical analysis will 

validate whether both classes have different features. Therefore, 

it can prove the result of the segmentation whether accurate or 

not to differentiate between normal and pneumonia. Based on 

the area value, the study performed statistical analysis using t-

test where it is a type of inferential statistic used to determine if 

there is a significant difference between the means and variance 

of two groups, which may be related in certain features. 

Only the segmented images that produce the highest 

accuracy will be used for the feature extraction analysis in this 

study. In the statistical analysis, the mean, standard deviation 

and variances of all images in both classes were obtained to 

perform the t-test. From the t-test, the value of the t-stat was 

observed to classify between the normal and pneumonia classes. 

The hypothesis that can be made based on the t-stat value is the 

greater the difference between two sample sets, the greater the 

value of t-stat. Therefore, if there are differences in features 

between the normal and pneumonia segmented images, the 

value of the t-stat would be higher. If this result is obtained, it 

can indicate that the segmentation process is successful. The t-

statistic measures how many standard errors the coefficient is 

away from zero. Generally, any t-value greater than +2 or less 

than – 2 is acceptable. The higher the t-value, the greater the 

confidence we have in the coefficient as a predictor. Low t-

values are indications of low reliability of the predictive power 

of that coefficient. 

 

 

𝑡 =
(𝑥1̅̅̅̅ − 𝑥2̅̅̅̅ )−(𝜇1−𝜇2)

√
𝑠1 

2

𝑛1
+ 

𝑠2 
2

𝑛2

         (6) 

The null hypothesis (H0) and alternative hypothesis (H1) 

of the Independent Samples t Test can be expressed in two 

different but equivalent ways: 

 

H0: µ1 = µ2 ("the two population means are equal") 

H1: µ1 ≠ µ2 ("the two population means are not equal") 

OR 

H0: µ1 - µ2 = 0 ("the difference between the two population 

means is equal to 0") 

H1: µ1 - µ2 ≠ 0 ("the difference between the two population 

means is not 0") 

where µ1 and µ2 are the population means for group 1 and group 

2, respectively.  

The hypothesis that can be made on the t-score is the larger 

the t- score, the more difference exists between the groups while 

the smaller the t-score, the more similarity exists in the group. 
 

RESULT AND DISCUSSION 
 
Contrast Enhancement 

 

The result obtained after applying the CLAHE contrast 

enhancement technique shows that there is a slight difference 

between original CXR and enhanced CXR while gamma-

correction based technique, result shows that the enhanced CXR 

becomes darker. This enhancement process using CLAHE and 

gamma correction-based enhancement techniques 

unintentionally disrupts the important information of the CXR 

images for the detection of pneumonia. These are proved by the 

histogram obtained where the pixels in the original images is 

more equalised between the bright and dark region compared 

after applying the contrast enhancement.  However, comparing 

between CLAHE and gamma correction-based enhancement, 

this study concludes that the output image and the histogram 

after applying CLAHE technique is the best in enhancing the 

CXR images. This can be observed further in the next step which 

is segmentation process. Therefore, this study concludes that not 

all CXR images are suitable to be applied contrast enhancement 

as the pre-processing steps.  
 

 

Fig 3. CXRs original image and after the contrast enhancement. 
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Image Segmentation 

 

Based on the results obtained in Figure 4, the segmentation 

model for the normal class produced better segmented lungs 

compared to the pneumonia CXR images. This finding is 

supported by the accuracy value tabulated in Table 1 which were 

obtained for both CLAHE and Gamma enhanced CXR images 

segmented using the U-Net model.  

The accuracy of the U-Net CNN segmentation for the 

CLAHE obtained the highest value which are 0.9582 and 0.8798 

for Normal and Pneumonia class respectively. The accuracy for 

the U-Net CNN segmentation of the images after applying the 

gamma-correction based enhancement obtain the low accuracy 

which are 0.9548 and 0.8621. Therefore, we can conclude that 

the images after applying the CLAHE technique have features 

that is more obvious to differentiate the pneumonia with the 

background because the segmentation can segment the ROI of 

the lungs better compared to the CXR images without applying 

any enhancement process and images after applying gamma 

correction-based enhancement. As mentioned in Section 3.2xxx, 

the output images of CLAHE and the original images only 

shows slightly difference, however the segmentation model 

developed proves that CLAHE enhanced images produce better 

segmentation output. As for the segmentation model with 

gamma-correction, the important information of the images of 

lungs were removed during enhancement process, thus 

producing a lower accuracy lung segmentation.  

 

 

Fig. 4 (a) normal CXR and (b) pneumonia CXR before and after the segmentation process. 
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Table 1 Value for the accuracy of the U-Net segmentation 
models. 

 
 
Feature Extraction Analysis 

 

The analysis uses the segmented CXR image with CLAHE 

enhancement technique for both normal and pneumonia classes. 

The area of the segmented lungs was extracted from the output 

images for both classes. Statistical analysis using independent 

samples t-test was performed to differentiate between the two 

classes. The result shown in Table 2validates the segmentation 

process by U-Net is accurate and reliable.   
 

Table 2 Result of the statistical analysis for the features 
extraction 

 
 

The result of the statistical analysis for the features 

extraction. From the area extracted, the study obtained the mean 

and variance for both classes and performed the test. From the 

result, the value obtained is 6.98 which is high and it can be 

concluded that there is difference between the normal and 

pneumonia segmented images. 
 
CONCLUSION 

 

As a conclusion, the U-Net CNN segmentation model developed 

for normal class has achieved 95.58%, 95.82% and 95.48% 

accuracy for original, CLAHE and gamma-correction based 

enhancement CXR images respectively. On the other hand, for 

pneumonia class, the performance of U-Net segmentation model 

has achieved 86.76%, 87.98% and 86.21% of accuracy for 

original, CLAHE and gamma-correction based enhancement 

CXR respectively. This finding suggested that U-Net CNN with 

CLAHE enhancement technique could be utilized for CXR 

images segmentation and can be highly useful for further 

intervention to facilitate medical practitioners in their decision-

making in further processes.  
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