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Abstract. In machine vision, surveillance systems are a kind of security that concentrates on the 

safety of the human and property. One of the main tasks of a surveillance system is the detection 

of humans. This paper presents a system of human detection and the development of a technique 

of human segmentation using a combination of information thermal and depth in a real indoor 

setting from a mobile robot. A novel fusion of thermal-depth information (FTDI) is introduced 

to enhance the efficiency of the segmentation process and expedite processing. In experimental 

studies, evaluation of the performance for the proposed system is carried out using Ground Truth 

(GT), in which the proposed system yield is compared to GT. The proposed system performs 

well with an approximate accuracy of over 90% for all data sets as illustrated in the quantitative 

results and even outperformed state-of-the-art algorithms. This paper presents the novelty of the 

work, in which the detection method can improve the classification of persons and their 

occlusion. The advantages, such as being computationally inexpensive and performs well even 

under severe occlusion and poor illumination, show that this proposed system is robust. 

1. Introduction 

A human can locate other persons under varying circumstances, regardless of colour or type of clothing, 

pose, appearances, partial occlusions, lighting or background disturbances, as mentioned by [1]. 

However, the analysis of colour and point of view of a person is not relevant to deciding that an object 

is a person, where the analysis of colour and point of view sometimes confuse between the person and 

other objects. Similarly, in surveillance systems, the above issues are most difficult and computationally 

intensive in human detection. In fact, it becomes more complex when these systems are using 

computationally intensive in the segmentation process.  

Most researchers defined Region of Interest Generation (ROI) as the initial contour or rough contour 

of the object of interest, whereas others defined ROI as a rectangular area containing both the 

background information and object of interest. As mentioned by [2], ROI generation is assumed to 

contain persons if there are good correspondings with head-shoulders like a binary pattern. In [3], the 

generation of ROI is the first stage in image processing, and it is an essential step because it provides 

specific information for the following process. Fortunately, this stage can be supported by a particular 

hardware configuration. 

The first stage of ROI generation is segmentation. Five general approaches to segmentation are 

Region-Based [4], [5], [6] and [7], Edge Based [8], Threshold [9], Feature-Based Clustering [10], and 

Model-Based [11]. Each approach has several techniques, and often researchers combine several 

approaches to improve the accuracy of segmentation what is already mentioned by approaches like [12] 

and [13]. The object segmentation stage consists of three consecutive phases. In the first phase, the image 
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is scanned to obtain possible candidates, and then the candidates will be filtered to remove any excess 

regions in the second phase. Finally, the image is clustered and labelled on the base of the candidate 

feature measurement, and each cluster is stored as a single object. 

2. Previous Works 

In the field of surveillance systems, detecting human existence is the main requirement. However, 

detecting humans is not as easy as it sounds because the human has a multifaceted appearance. In [14] 

used the "split-merge" approach to detect occluded persons. Firstly, the segmentation via over-

segmented techniques is used for the foreground region of the depth data. Then the sub-regions produced 

from the above techniques are clustered into segments that are featured as 3D data. The depth-plane 

slicing is not to be implemented as the depth range of two persons in occlusion could overlap. Therefore, 

Wang's proposed a similarity-based metric of boundary for clustered sub-regions into segments. 

Unfortunately, the "split-merge" approach results in over-segmentation and sub-regions clustering 

techniques increase the computational cost, as shown in Figure 1. Furthermore, every region is 

segmented and clustered individually. 

 

Figure 1. The proposed system for human detection by [13]. 

 

In [15] presented scientific achievements in mobile platforms for human detection and tracking using 

thermal vision. Kristoffersen's proposed fuzzy segmentation and genetic algorithm optimized threshold 

to solve the reflection of two or more persons crossing close to one another. Unfortunately, this system 

is inaccurate at detecting persons which are occluded with one another in a crowded scene and fail if the 

occlusion is too severe. 

Work by [16] is one of the best detection approaches. They determine ROI in an image using a super-

pixel method with the Edge-Boxes algorithm and then use Fast Region-based CNN (Fast R-CNN) model 

to extract features. Finally, the position of the pedestrian is detected. In [17] proposed a segmentation 

method to separate possible persons in the foreground using semantic segmentation network and 

network fusion architecture to integrate the pixel. This method is a reinforcement to the pedestrian 

detector. Unfortunately, the system has a significant loss in speed due to the complex network structure 

and large input size. 

Fusion is a process of fusing the relevant modalities from several sources into a single image, where 

the results will be complete and more informative than any of the single image ([18], [19], [20], [21], 

[22]). These techniques can enhance the quality and increase the reliability of these data. Moreover, 

fusion techniques that can operate in real-time are more practical with the advances in the field of 

sensors, image processing algorithms, and high-performance computing technology. In [22] mentioned 

that most approaches could benefit from a fusion of modalities because it may reduce the miss detection 

that cannot be addressed by each individual modality. 

In [23] presented a fast and accurate human detection method in complex environments from mobile 

robots using incorporated data of RGB and depth. However, this system does not address the problem 

of moderate to strong occlusion. In [24] presented a robust, accurate and fast method for human detection 

in the combination of RGB-Depth (RGBD) data that obtain extraordinary results compared to the state-

of-the-art in human and pedestrian detection. Vaquero uses Shared Random Ferns for extracting features 

from RGB (HOG) and Depth (Histogram of Oriented Depth (HOD)) images. The system achieved an 

89% detection rate including in complex environment situations. 
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However, work by [15] presented a pedestrian counting system with occlusion handling using stereo 

thermal cameras. This system was tested in a real-life scenario with heavy occlusion and moderate 

densities. The system performance is compared to the ground truth by manual annotation, and the system 

reached 95.4% and 99.1% counting rates for the two sequences. Work by [25] reported that there is not 

a single sensor that can reliably and effectively serve on mobile robots in a real-life scenario. This is 

because, once the robot moves, the background and the foreground become clutter. Pourmehr’s use 

several modalities to counter the challenging real-life tasks like a microphone array (to detect the 

direction of sound sources), a laser range finder (to detect legs), and an RGB camera (to detect human 

torsos).  

3. Methodology 

First of all, this section was explained during the proposed system's procedure, as shown in Figure 2. 

The pre-processing stage is to deal with the data derived from the thermal and Kinect sensors. The raw 

data obtained from this sensor are manipulated to make the data suitable for the following stages.  Region 

of Interest (ROI) Generation stage is the rough contour or initial contour of the object of interest in the 

thermal and depth images. 

 

 

Figure 2. The procedure of the proposed system. 

3.1. Pre-processing Stage 

The pre-processing module will be conducted normalization and alignment of the depth data. The format 

of the recorded video for depth data (named dpt) is 24-bit. The real format of depth data is just an array 

of short, i.e. 16-bit, so it is necessary to convert the depth data into the real format (named Idpt). 

 

Figure 3. The input image, (a) depth image and (b) thermal image. 

 

Next is to align the Idpt using the spatial transformation structure, dmy_tform obtained from the 

control point selection stage so that both images Idpt and tml are adequately registered for further 

processing. Figure 4 illustrates the output of this process named depth_r images. 
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Figure 4. The align process (a) Idpt image, (b) thermal image, and (c) depth_r image. 

 

3.2. Segmentation Stage 

The segmentation of thermal images is based on threshold values chosen from histogram using Image 

Viewer Application in Image Processing Tools. The Image Viewer provides several capabilities to 

display images, which optimizes the numbers, axes, and properties of the image objects for image 

display, as mentioned by [26]. This range of thresholds will be used for segmenting the thermal images. 

In [15] reported that the thermal images after threshold are named TOI (thermal of interest) in which the 

test is carried out based on the value of the lower threshold, tl and the highest threshold value, th using 

the following formula: 

 
𝑇𝑂𝐼(𝑥, 𝑦) = {

0 ∶    𝑡𝑙 ≥ 𝑡𝑚𝑙(𝑥, 𝑦) ≥ 𝑡ℎ

 𝑡𝑚𝑙(𝑥, 𝑦) ∶  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    
 

(1) 

where tml(x, y) is the original thermal image pixels and TOI(x, y) is the thresholded image. If the 

measured thermal value tml(x, y) falls outside the th range or falls below the tl range, the thermal value 

is set to zero. Otherwise, the thermal value is maintained. Figure 5 illustrated an example process of 

segmentation for the thermal image. 

 

Figure 5. The example process of segmentation for thermal image, (a) thermal image and (b) TOI image. 

 
The segmentation of depth images should be fast and precisely. Thus, here were introduce the new 
technique of segmentation for depth images named F.T.D.I (Fusion Thermal-Depth Information) 
technique. In general, the Kinect camera is configured to deliver valid range data of about 1.5 to 10 meters 
[27]. However, only humans in the range of 3 to 8 meters are calculated as valid because the depth range 
of above 8 meters is inaccurate, while below 3 meters, the thermal image is not suitable due to the focal 
length of the thermal camera which is 18mm with a horizontal field of view of 29.9°. Therefore, the range 
of below 3 meters and above 8 meters needs to be eliminated. Next, eliminate the foreground regions that 
are non-human. This is done by using F.T.D.I technique to generate the depth of interest (DOI) with the 
TOI images as a template against depth_r images. This technique can be expressed as, 

 
Output = A·B (2) 
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𝐷𝑂𝐼(𝑥, 𝑦) = {
0 ∶    𝑇𝑂𝐼(𝑥, 𝑦) 𝑜𝑟 𝑑𝑒𝑝𝑡ℎ𝑟(𝑥, 𝑦) 𝑜𝑟 𝑏𝑜𝑡ℎ 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 0 

𝑑𝑒𝑝𝑡ℎ_𝑟(𝑥, 𝑦):            𝑏𝑜𝑡ℎ 𝑏𝑖𝑔𝑔𝑒𝑟 𝑡ℎ𝑎𝑛 0                 
 

(3) 

where B refers to depth_r(x, y) - the depth registered, A refers to TOI(x, y) - the thresholded image of thermal and 
Output refers to DOI(x, y) - the thresholded image of depth. Table 1 shows the truth table for the F.T.D.I technique. 

Table 1. The truth table for the FTDI technique. 

Input Output 

TOI (x, y) depth_r (x, y) DOI (x, y) 

0 0 0 

0 > 0 0 

> 0 0 0 

> 0 > 0 depth_r (x, y) 

 
This truth table with two input images, i.e. TOI and depth_r images, in which if the pixel values of both images 

are greater than 0, so the pixel value of depth_r(x, y) will be stored to the matrix of DOI(x, y) as well as when one 
of them is zero, the matrix of DOI(x, y) becomes zero. These values are based on the pixel value for each input 
image. Based on the range of detection of 3 to 8 meters, the range of pixel value for DOI images is 77 to 255. For 
instance, here are some sample values for TOI, depth_r, and results of DOI, as shown in Table 2. 

Table 2. Example function of the truth table. 

Input Output 

TOI (x, y) depth_r (x, y) DOI (x, y) 

0 0 0 

0 255 0 

128 0 0 

228 175 175 

 

where if either the value of TOI or depth_r or both is zero, the value of DOI is zero. Whereas, if the values of 

TOI and depth_r are greater than zero (228 and 175), the value of DOI is the same value of depth_r (175). 

4. Experimental and Result 
Segmentation of thermal images - to determine the appropriate threshold values for the thermal image 

segmentation. In addition to that, this experiment was also carried out in both illuminations (real room 

situation), i.e. dark and bright. Results show that both illuminations do not affect the threshold for 

obtaining the thermal of interest (ToI). To set the threshold values equivalence to the temperature of 

humans, as many as five images (from the positive dataset) were chosen randomly, in which 3 images 

from dark illumination and 2 images from bright illumination. The experimental yield shows that 4 

different values obtained for th, so the final values for tl and th are chosen, i.e. 135 and 160, respectively. 

The segmentation of depth images was not use available techniques because most of the current 

techniques engage significant computational burden and mathematical complexity usually faced with a 

problem in real-time implementation. Thus, a new technique of segmentation for depth images is 

introduced, namely F.T.D.I technique. This proposed technique is performed by comparing every pixel 

value between depth_r images and ToI images, as shown in Table 2. The fusion technique performs well 

to generate 100% DOI's, as illustrated in the qualitative results in Figure 6. 

Evaluation of the performance for the state-of-the-art technique and proposed techniques are 

conducted using run-time. The total run-time for the proposed technique on the proposed dataset MRV1 

and MRV2 (828 frame images) is 23.85sec. Thus, the quantitative results show that the proposed 

technique performs well with an average run-time of 28.85msec/frame compared to Puji and Schade 

(2018), and Wanli et al. (2018) with 30.55msec/frame and 31.23msec/frame respectively. Table 3 shows 

the comparison performance based on run-time between the state-of-the-art techniques and the proposed 

technique. 
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Figure 6. The results of fusion technique, (a-b) thermal of interest,  

(c-d) depth registered image and (e-f) depth of interest. 

 

Table 3. The comparison performance between proposed technique  

and state-of-the-art technique using run-time. 

Techniques Total run-time Average run-time 

Proposed Techniques 23.85sec 28.80msec/frames 

Puji-Schade Techniques 30.55sec 36.90msec/frame 

Wanli Techniques 31.23sec 37.72msec/frame 

 

The expedited processing of segmentation is achieved. This makes it suitable for mobile robots and 

suitable for operating in real-time. This result achieved the objective of developing a better and faster 

segmentation technique to produce depth of interest (DOI). 

Next evaluation is to know the performance of detection rate based on input images. This experiment 

is comparing three types of input image (from MRV dataset 828 frames), i.e. thermal, depth and DOI. 

The total Number of Ground Truth (NGT) is 4296, excluding a person occluded, in which 328 frames 

with NGT 2296 data for Single Person (SP) and the occluded person has considered false alarms. Table 

4 shows the results based on single person dataset. 

Table 4. The comparison performance between proposed technique  

Type of 

Images 

Detection Metrics 
Total Run-Time 

Precision Recall Accuracy 

DOI 93.03% 95.07% 94.18% 43.58sec 

Thermal 83.78% 87.78% 86.54% 28.11sec 

Depth 71.06% 71.51% 74.86% 55.48sec 

 

The quantitative results show that the DOI images (fusion modality) outperform two other input 

images, in which the rate of accuracy is approximately 94%. Whereas, the accuracy rate for thermal 

images and depth images is approximately 86% (moderate performance) and 74% (lower performance) 

respectively. Whereas, the total run-time for depth images is 55.48sec, this is due to the process of 

segmentation to obtain DOI without additional modality is difficult as well as causes over-segmentation. 

Whereas, thermal images cannot detect people properly in crowded scenes despite having the fastest 

processing of segmentation. 
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Figure 7. The PRC curve for efficiency of the detection single person. 

The qualitative results show the efficiency of the detection single person based on the thermal, depth 

and DOI images as illustrated in Figure 7. The PRC curve of DOI images (fusion modality) shows that 

the curve is close to 1, which means that the system using combined modalities has the advantage and 

precision in human detection versus single modality. 

5. Conclusion 

The objective has been achieved to develop a better segmentation technique. This is done by proposing 

F.T.D.I technique to produce the depth-of-interest (DOI). This technique based on information of 

thermal and depth is ensured to solve computational burden and mathematical complexity, which occurs 

in many previous segmentation techniques, namely the over-segmentation process. The results show 

that the system uses the proposed technique to maximize the recall and precision rates, thus achieving a 

very high accuracy rate. In addition to that, this approach has the versatility for various applications, 

whether mobile or static platform to distinguish human and not human. The approaches of F.T.D.I 

technique can help speed up the segmentation process and be able to generate each person's 

characteristics based on pixel code through the candidate selection process. This proposed technique 

helps to balance the disadvantages of the two modalities with each other. 
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