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Abstract: The popularity of unique image compression features of image files opens an interesting
research analysis process, given that several digital forensics cases are related to diverse file types. Of
interest has been fragmented file carving and recovery which forms a major aspect of digital forensics
research on JPEG files. Whilst there exist several challenges, this paper focuses on the challenge
of determining the co-existence of JPEG fragments within various file fragment types. Existing
works have exhibited a high false-positive rate, therefore rendering the need for manual validation.
This study develops a technique that can identify the unique signature of JPEG 8 × 8 blocks using
the Error Level Analysis technique, implemented in MATLAB. The experimental result that was
conducted with 21 images of JFIF format with 1008 blocks shows the efficacy of the proposed
technique. Specifically, the initial results from the experiment show that JPEG 8 × 8 blocks have
unique characteristics which can be leveraged for digital forensics. An investigator could, therefore,
search for the unique characteristics to identify a JPEG fragment during a digital investigation process.

Keywords: digital forensics; file fragment identification; JPEG fragment; file-carving; error level
analysis; JPEG signature

1. Introduction

The field of Digital Forensics (DF) has faced a lot of growth in the recent past because
of increased digital crimes and diverse forensic analysis strategies that have attempted
to uncover events (usually posthumously) that occur in digital media. This can only be
achieved through the use of scientifically verifiable methodologies [1–4]. Discounting that,
diverse attention has been shifted to digital forensic analysis, which is a growing body
of research that has an intent of not only understanding the threats to digital media [5]
but also to provide mitigation strategies. Furthermore, research in multimedia forensics,
which is a branch of digital forensics, presents a comprehensive study of the facets of
multimedia and data from an investigation perspective. In essence, multimedia forensics
utilizes scientific methods that aid in the extraction of media-related facts from digital
devices [6] that can be used in forensic hypothesis formation for purposes of litigation. Joint
Photographic Expert Group (JPEG) is a file format that can be considered to be the most
adopted multimedia data due to its compression capabilities and its possibility of being
commercialized. The JPEG compression level can further be termed as the quality of the
image, which is theoretically device-specific and unique for each JPEG file since different
devices may produce different image quality. More specifically, the JPEG format permits
the customization (manipulation) of the image quality in different instances.

The process of recovering potential digital evidence and conducting forensic analysis
from media-related devices is often considered the principal focus of multimedia foren-
sics [7–10]. Before the analysis is conducted, images need to be extracted from the storage
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devices. Basically, in this context, analysis is a step towards justifying how a potential
incident could have happened. This allows one to give a detailed description of each
context, including links and relationships, and explanations [11–15]. Precisely, this helps
to build strong arguments for multimedia forensics given that files can be deleted by sus-
pects. In some specific situations, it may force files to be fragmented [16], where a special
technique is often required to recover such media evidence, JPEG for instance. Generally,
two available methods considered in the recovery process include file recovery and file
carving. The traditional approach of file recovery works based on the information provided
by the file system, while file carving works using the internal structure of the file to be
recovered [17]. In such cases, a priori knowledge of the file type is usually known either
through the file signature, header information, or other metadata on the media. These
methods are contingent on the assumption that the file structure is contiguously stored in
the allotted disk space. However, such an assumption does not always hold for JPEG files,
as it permits fragmentation and a lossy compression process.

Therefore, it is challenging to deal with fragmented files in contrast to contiguous files
stored in disk blocks [18]. Thus, a digital forensic technique of file carving is used to “carve”
(copy) [19] bytes of data from the disk image, regardless of the type of file system. Existing
studies have mainly focused on developing and enhancing an automated carver while some
are focused on separating the process using a SmartCarver [20]. With an automated carver,
the carving process is conducted directly through raw disk images by applying traditional
carving which analyzes the JPEG header, footer, and some relevant markers. An example
of the JPEG marker that is mainly used in carving includes the application-specific APP
data marker, which is also referred to as thumbnail image/s [21–24]. The data or blocks
between fragments that possess such characteristics will then be examined. Moreover,
the main issue arises when non-JPEG blocks are decoded as JPEG fragments, which can
be seen among the earliest carving approach called Bifragment Gap Carving (BGC) [18].
A Sequential Hypotheses Testing [25] is further proposed to enhance BGC by detecting
fragmentation points. However, forward and reverse testing is needed if the carving result
is found inconclusive. To avoid false identification of JPEG fragments, existing automated
carving processes would specifically include a JPEG validator that is capable of minimizing
the rate of false-positive carvings. Generally, a libjpeg decoder is used to validate the JPEG
file, which further requires manual validation [18,23,26–29].

Nonetheless, the SmartCarver technique has proven to overcome the challenges of
fragmented files by separating the carving process with three major steps: Pre-processing,
collating, and reassembling. Existing works based on the second step of the SmartCarver
technique (collation), perform poorly in accurately identifying compressed JPEG fragments,
which also affects the fragmentation reassembly process. In a collation step, all unknown
fragments are examined as to whether they can classify JPEG fragments. Therefore, a group
of JPEG fragments (can be more than one JPEG file) can be prepared for further reassembling
process. This can be performed using file fragment classification, to identify the known
and unknown data fragments. Three categories of classification have been summarized
for JPEG fragments classification: The signature-based approach, statistical approach, and
Artificial Intelligence (AI) approach [30]. While the signature-based approach is based on a
JPEG header, footer, and markers, a statistical approach is based on entropy information
and byte frequency analysis. The results of JPEG classification are largely unsuccessful
through the use of an AI approach, as different approaches use different datasets for training
and testing. The existing classification of common file types has shown a high degree of
accuracy, however, inconsistent whenever fragments contain compressed data [31]. A false-
positive rate of 86% was observed when JPEG fragments are classified among 10 different
file types [32], while a 96.8% rate was observed within 23 file types [33]. A study in [16]
asserts that a detailed study and the analysis of a JPEG internal file structure could help
in reducing the false-positive rate. To address the low accuracy rate of JPEG fragment
identification, and the high false-positive rate, the current study thus attempts to define
an alternative method for the identification of JPEG fragments by applying the error level
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analysis to highlight the unique signature of JPEG 8 × 8 blocks. Thus, the scope of this study
is limited to an approach that attempts to provide a baseline for accurate identification
and detection, in line with the assertions from [16,18]. In attempting to accurately carve
a JPEG file among a series of compressed JPEG files, a forensic examiner could consider
the approach presented in this study as a step towards a reliable carving process. In this
regard, this is the first study, to the knowledge of the authors, that provides a reliable basis
for the identification of compressed JPEG file fragm3ents using an inherent marker that is
capable of further revealing JPEG file modification.

The remainder of the paper is organized as follows: background and related works
are discussed in Section 2 while the proposed error level analysis technique for identifying
JPEG block unique signature for purposes of forensic analysis is discussed in Section 3.
Thereafter, results and discussions are discussed in Section 4 with a conclusion and a
mention of future work given in Section 5.

2. Background and Related Literature
2.1. Existing Literature

Among all multimedia file types, the JPEG file format is the most common file type
encountered during the investigation. This can be attributed to its unique compression
format as widely adopted in digital cameras [34]. While files, such as Microsoft Word and
other text-based files, can be easily carved based on their content, JPEG is relatively difficult
due to its compression technique. It requires specific skills and techniques to deal with
this type of file. Generally, three major challenges to JPEG image file forensics are issues
of file headers, carving file fragments (as well as the reconstruction of a complete file),
and the handling of unknown files [35]. Basic carving methods deal with non-fragmented
files while advanced carving focuses more on fragmentation issues. A synopsis of the two
concepts of the file carving technique is presented in Table 1.

Table 1. Carving concepts [16].

Basic Carving Advanced Carving

• The file is not fragmented. • The file is sequentially fragmented.
• The file is not compressed.
• The beginning of the file is not overwritten.

• The file is non-sequentially fragmented (out of order).
• Missing fragments.

Current studies emphasize the fragmentation scenario which can also be applied to
a non-fragmented situation. Existing carving methods make use of header and footer to
carve JPEG files and fragments [17]. In this way, the starting point and ending point of the
file fragments can be identified easily before proceeding to handle the remainder of the
JPEG content. Furthermore, JPEG fragments are identified based on JPEG markers, analysis
of byte frequency [36], and based on fragments with ‘FF 00’ byte.

Thumbnail images are useful in the carving process and also have a specific JPEG
marker. Several carving methods make use of thumbnail images to carve JPEG files or
fragments. An automated tool called myKarve [21] is developed to carve JPEGs and their
thumbnails when the JPEGs are linearly fragmented. The limitation is that the tool can only
identify non-JPEG fragments, such as PDF, Word, and Excel files. Further improvement
was made on myKarve with a tool called PattrecCarve [22]. The PattrecCarve tool performs
carving based on hex patterns and was subsequently developed to successfully carve
thumbnail/s or embedded JPEG files stored in contiguous fragments. A more recent work
scaled up the thumbnail image to validate JPEG fragments [23]. However, the presence
of thumbnail image/s that are still intact in a disk will only make the aforementioned
methods useful in JPEG carving.

Other carving techniques use object validation as one step to carving JPEG fragments.
Object validation works by determining whether the given bytes belong to a known JPEG
content [18]. Thus, all JPEG markers are used as references to validate files (or fragments).
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The earliest work was applied in [18] where its approach is limited to only two fragments.
Generally, the first step of this approach is searching for the header and footer of JPEG files.
Then, the data between those markers are validated using libjpeg, a modified version of
the JPEG decompressor. The decompressor decompresses or decodes any available data
based on the first fragment containing the JPEG header. A false-positive result will require
manual validation from the user. Our proposed method attempts to overcome the manual
validation process since a compressed file, such as a PDF, can also be validated as JPEG
data by using an object validator. Other validators, DERRIC [27], and EXCAVATOR [28],
are developed to meet high-quality data analysis tools for data carving. In those methods,
the carving is performed by adapting the method in [18] where files are usually fragmented
into two fragments.

Usually, unknown files are handled by dividing fragments based on disk block size
and a machine learning algorithm is used to classify fragments [35]. All possible disk block
sizes of 256 B, 512 B, 1 kB, 2 kB, 4 kB, 8 kB and 16 kB are tested [37]. Furthermore, a fragment
size of 100 B has also been used [38]. Machine learning approaches that have been adapted
include k-means, Fisher’s Linear Discriminant, Support Vector Machine, Artificial Neural
Network, and Decision Tree. Several statistical features are extracted from fragments
to determine the characteristics of each fragment, such as average, standard deviation,
Kurtosis, and entropy. However, to determine the best approach, different compositions
and the size of datasets are used for the training and testing phase [39]. Generally, the
false-positive rate can also affect the classification accuracy, especially for high entropy file
fragments, such as ZIP and PDF files [33]. One fundamental assumption often associated
with the file carving is that the file is not corrupted, and it has not been over-written in the
digital media. These assumptions also hold in this study.

2.2. JPEG Compression

Image compression aims to reduce the amount of image file data to be stored and
transmitted [40]. It can be in the form of a lossless or lossy compression technique. The
lossless compression technique does not remove any data from the original file while the
lossy compression technique discards information to achieve a better compression quality.
JPEG uses a lossy image compression method. Figure 1 shows how JPEG compression and
decompression can be performed.
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Figure 1. JPEG compression–decompression process.

There are five steps of compression as well as the decompression of JPEG files. The
original RGB pixel values are first converted to a luminance/chrominance space (YCbCr).
Then, the image is divided into blocks of 8 × 8 pixels. Each pixel is subtracted from 128 for
the level shift, thus subjecting all pixels to be within the range of −128 to 127. Then, two-
dimensional DCT is applied to each block to obtain transform coefficients in the frequency
domain. The resulting coefficients are quantized by dividing with the values defined in the
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quantization table. This is where the main compression of JPEG files takes place. The third
step put the quantized transform coefficients in zig-zag order, in a sequence of low to high
frequencies. As a result, more zeroes are likely to occur at the end of the sequence which is
then followed by the Huffman encoder process. The decoding process is the reverse of the
encoding process. Error-values of the original image (8 × 8 blocks) can be analyzed with
the uncompressed version of the JPEG by taking the difference of Image1 and Image2 of
the same image data, as given in expression (1):

DIFF(i, j) = f (i, j)− f̃ (i, j) (1)

The end process of the compression steps often produces compressed JPEG data called
bitstreams. Carving is conducted by dealing with this bitstream of data. Carving with file
types, such as text and documents, seems easier [41] while it is challenging when dealing
with compressed data as with JPEG. It requires specific skills and knowledge to extract all
valuable data to carve bitstreams of JPEG compressed data, with no chance of viewing the
real JPEG values instead of the non-real values. Thus, our technique is fully implemented
based on these bitstream patterns.

The observable errors of JPEG files arise when files are rounded, quantized, and errors
are truncated [42]. Furthermore, the DCT process induces round-off errors. More errors
are also added when the output of DCT is divided by the quantization coefficient using
values stored in quantization tables. Different JPEG tools use different quantization table
data, such as GIMP and Adobe Photoshop. In addition, different digital devices, such as
digital cameras and smartphones, use customized quantization tables for the creation of
JPEG files [43].

2.3. Error Level Analysis

Error Level Analysis (ELA) is widely used in image forensics research. More recently,
the ELA approach is used in detecting image tampering and modification [44]. This
technique interprets the error pattern by examining the difference between original images
and a modified version of the same image. It works by comparing pixels in the original
image with pixels in the modified image.

The amount of error in ELA is based on 8 × 8 blocks. JPEG images can be explained
with two conditions through ELA:

• A JPEG is said to be original if all 8 × 8 blocks have a similar error pattern. Therefore,
the 8 × 8 pixel block can be said to have attained local minima.

• A JPEG is said to be manipulated if any 8 × 8 block has a higher error pattern and an
8 × 8 pixel block is not at its local minima.

ELA process can be carried out by resaving a given image using a specific compression
quality level, then computing and observing the differences between the compression levels
as illustrated in the expression given in Equation (2):

Resavings︷ ︸︸ ︷
IA0(i, j)−

Recompres︷ ︸︸ ︷
IB1(i, j) =ELA1

IA1(i, j)− IB2(i, j) = ELA2
IA2(i, j)− IB3(i, j) = ELA3

...

...
IAn(i, j)− IBn(i, j) = ELAn

(2)

The above expressions showed how ELA works. In the expression, ‘I’ refers to a
JPEG image. Taking one example of ELA calculation, where An denotes a JPEG resaved
for n times of 75% quality setting, and Bn denotes a JPEG recompressed for n times of
95% quality setting. Thus, the above ELA calculation can be said as “using ELA of 95%”. In



Electronics 2022, 11, 1468 6 of 22

other words, it is to examine what will be the error value if the JPEG is recompressed with
95% compression quality. The amount of compression error, ELA1,2,...,n, will be decreased
as JPEG is resaved for 1,2, . . . ,n times. As a result of resaving times, each 8 × 8 JPEG block
will slowly reach its local minima and will become darker.

On the other hand, a study in [44] also demonstrated another way of detecting manip-
ulation by approximating JPEG quality for the 8 × 8 block. However, this approach fails
whenever a JPEG is compressed using Adobe Photoshop because the values of approxima-
tion are far different compared to the quality setting in that tool. The proposed method
is, however, immune to this approximation. This was validated using a test image that
was compressed and decompressed using Adobe Photoshop. Figure 2 shows the result
of ELA for one image based on an ELA of 95%. Noticed the presence of an added object
(highlighted in the circle) in the JPEG during the first and second resaved. This is where
ELA is applicable in detecting image tampering and modification. The dataset used in this
study is available online here.
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3. Proposed Algorithm

The proposed algorithm is inspired by techniques used in detecting image manipula-
tion. ELA works by resaving JPEGs with a particular compression level, while analysis is
performed by observing the rate of ELA change relative to the resave count. The flowchart
of the algorithm adopted for this study is further shown in Figure 3.
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An ELA in the image forensics area makes use of JPEG pixels to observe the error
level. Whereas in the proposed method, an uncompressed version of a JPEG in the format
of a Bitmap image is used to examine the error level. As shown in Figure 3, we observed
three phases of the ELA error rate (three repetitions in a flow chart), which depicts the
number of times the JPEG file is resaved as shown in Figure 4. For every resaved JPEG,
the error is calculated by examining the differences (DIFF) between the original image and
the uncompressed image. To further simplify the results, error analysis based on average
calculation is computed. The JPEG signature of 8 × 8 blocks is finalized based on graph
representation. The summary of the three repetitions in the flow chart (in Figure 3) is
further illustrated in Figure 4.
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4. Results and Discussions

An experiment was conducted using 21 JPEG files of JFIF format, each comprised
of 48, 8 × 8 blocks: a total of 1008 blocks. The original images are resized for the sake of
seeking the initial results of the experiment. All images are from a personal collection to
confirm there is no modification of the images. Otherwise, ELA will not work. The resizing
of images and compression–decompression are performed using Adobe Photoshop. Using
Adobe Photoshop, 75% of JPEG resaving, and 95% of the compression level were performed.
The observation and analysis showed that different tools give different rounding errors
of decompression results and Adobe Photoshop produces the best results. The ELA error
rates were then calculated using Matlab R2013a. Observations were then carried out based
on a graph creation process by using an ELA of 95%. For each run, the average difference
for each 8 × 8 JPEG block was observed. The blocks were set up as shown in Table 2.
The JPEGs were resized to 64 × 48 pixels. The setup position was only for experiment
references, not a JPEG baseline sequence.

Table 2. JPEG block location setup for experiment.

Block 1 Block 7 Block 13 Block 19 Block 25 Block 31 Block 37 Block 43
Block 2 Block 8 Block 14 Block 20 Block 26 Block 32 Block 38 Block 44
Block 3 Block 9 Block 15 Block 21 Block 27 Block 33 Block 39 Block 45
Block 4 Block 10 Block 16 Block 22 Block 28 Block 34 Block 40 Block 46
Block 5 Block 11 Block 17 Block 23 Block 29 Block 35 Block 41 Block 47
Block 6 Block 12 Block 18 Block 24 Block 30 Block 36 Block 42 Block 48

The ELA calculation was performed for three runs and was obtained based on the
following steps:

1. IA0(i, j)− IB1(i, j) = ELA1
2. IA1(i, j)− IB2(i, j) = ELA2
3. IA2(i, j)− IB3(i, j) = ELA3

(3)

By assuming the JPEG file (in this case is IA0) is stored in a disk is using 75% compres-
sion quality-based JPEG DHT metadata, this image is recompressed using 95% quality (in
this case it is IB1) and the difference of both files is declared as ELA1. In the second step, IA0
is further resaved by using the same compression level which is 75%, recompressed with
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95% quality, and then ELA2 is computed. Finally, ELA3 is computed based on the difference
of the IA1(i, j) resaved and 95% recompression. The result of the ELA of the 21 JPEG files is
shown in Table 3. The values of ELA1, ELA2, and ELA3 refer to the re-compression of the
first, second, and third respectively.

Table 3. ELA for all blocks of 21 JPEGs.

B
lo

ck

R
e-

Sa
ve

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

1
1st 1.05 1.69 0.47 0.64 0.72 0.77 1.38 1.17 0.78 1.80 1.64 1.13 0.86 0.66 0.86 0.28 1.94 1.23 1.70 2.16 2.06
2nd 1.05 1.55 0.47 0.59 0.72 0.77 1.38 1.17 0.78 1.59 1.64 1.13 0.86 0.66 0.86 0.28 1.94 1.23 1.27 2.41 2.06
3rd 1.05 1.31 0.47 0.41 0.72 0.77 1.38 1.17 0.78 1.59 1.64 1.13 0.86 0.66 0.86 0.28 1.94 1.23 1.41 2.03 2.06

2
1st 1.48 1.19 1.36 1.36 0.77 1.94 0.38 1.33 1.20 1.06 1.95 1.86 0.92 1.45 0.64 0.84 1.53 1.20 2.06 1.06 1.20
2nd 1.48 1.19 1.36 1.56 0.77 1.94 0.38 1.33 1.20 1.06 1.95 1.86 0.92 1.45 0.64 0.66 1.53 1.20 1.97 1.06 1.20
3rd 1.48 1.19 1.36 1.56 0.77 1.94 0.38 1.33 1.20 1.06 1.95 1.86 0.92 1.45 0.64 0.56 1.53 1.20 1.97 1.06 1.20

3
1st 2.48 1.80 0.61 0.97 0.52 1.69 1.02 2.27 1.31 0.61 1.59 2.64 1.17 1.61 2.06 0.70 1.38 1.25 1.31 0.38 1.52
2nd 2.48 1.80 0.61 0.91 0.52 1.69 1.02 2.27 1.31 0.70 1.59 2.64 1.17 1.61 2.06 0.47 1.38 1.25 1.31 0.38 1.52
3rd 2.48 1.80 0.61 0.91 0.52 1.69 1.02 2.27 1.31 0.61 1.59 2.64 1.17 1.61 2.06 0.52 1.38 1.25 1.31 0.38 1.52

4
1st 0.94 1.80 0.58 2.33 0.56 1.47 0.70 1.80 0.66 1.05 1.73 2.16 1.38 3.16 2.97 0.31 2.25 0.84 1.58 1.34 1.66
2nd 0.94 1.80 0.75 1.94 0.66 1.47 0.70 1.80 0.66 1.05 1.73 2.25 1.38 3.16 2.97 0.42 2.25 0.84 1.58 1.34 1.66
3rd 0.94 1.80 0.75 1.69 0.66 1.47 0.70 1.80 0.66 1.05 1.73 2.25 1.38 3.16 2.97 0.38 2.25 0.84 1.58 1.34 1.66

5
1st 0.45 0.64 0.42 2.20 1.36 0.42 0.63 1.86 1.27 1.66 1.38 1.36 1.64 2.13 1.97 1.59 1.36 1.16 2.63 1.16 1.23
2nd 0.45 0.64 0.42 1.92 1.36 0.42 0.83 1.86 1.27 1.61 1.38 1.36 1.64 2.13 1.97 1.59 1.14 1.16 2.63 1.16 1.23
3rd 1.45 0.64 0.42 1.92 1.36 0.42 0.69 1.86 1.27 1.86 1.38 1.36 1.64 2.13 1.97 1.59 1.14 1.16 2.63 1.16 1.23

6
1st 0.38 0.80 0.66 1.75 0.91 0.56 0.61 1.88 0.73 0.84 0.34 0.80 0.89 0.80 2.05 2.38 1.47 0.66 0.70 1.06 1.41
2nd 0.38 0.80 0.66 1.83 0.91 0.56 0.66 1.88 0.73 0.84 0.34 0.80 0.89 0.80 2.05 2.06 1.47 0.66 0.70 1.06 1.41
3rd 0.38 0.80 0.66 1.77 0.91 0.56 0.52 1.88 0.73 0.84 0.34 0.80 0.89 0.80 2.05 2.06 1.47 0.66 0.70 1.06 1.41

7
1st 1.47 1.47 0.33 2.61 0.23 1.22 2.47 1.09 1.69 1.20 1.50 1.48 0.52 0.63 0.94 0.94 1.59 1.33 1.06 1.67 1.95
2nd 1.47 1.34 0.33 2.42 0.28 1.22 2.19 0.69 1.69 1.20 1.50 1.48 0.66 0.63 0.78 0.23 1.59 1.33 1.06 1.67 1.95
3rd 1.47 0.98 0.33 2.42 0.28 1.22 1.88 0.69 1.69 1.20 1.50 1.48 0.66 0.63 0.78 0.75 1.59 1.33 1.06 1.67 1.95

8
1st 1.84 1.34 1.30 2.39 1.88 1.47 0.66 1.56 2.59 0.75 2.08 1.23 1.00 2.11 1.06 0.56 1.95 0.67 2.67 1.47 1.58
2nd 1.84 1.34 1.30 2.20 1.78 1.47 0.58 1.56 2.59 0.75 2.08 1.23 1.00 2.11 1.06 0.56 1.95 0.67 2.38 1.47 1.58
3rd 1.84 1.34 1.30 1.86 1.58 1.47 0.58 1.56 2.59 0.75 2.08 1.23 1.00 2.11 1.06 0.56 1.95 0.67 2.00 1.47 1.58

9
1st 1.13 1.63 2.02 2.69 1.78 1.05 1.08 2.13 2.63 0.78 1.69 2.05 1.77 2.33 2.33 0.39 1.91 1.25 2.75 1.13 1.70
2nd 1.13 1.63 2.02 2.22 1.86 1.05 1.08 2.13 2.63 0.78 1.69 2.05 1.77 2.33 2.33 0.39 1.91 1.25 2.80 1.13 1.70
3rd 1.13 1.63 2.02 2.20 1.70 1.05 1.08 2.13 2.63 0.78 1.69 2.05 1.77 2.33 2.33 0.39 1.91 1.25 2.94 1.13 1.70

10
1st 1.81 2.09 1.66 2.25 1.67 0.86 1.33 2.23 2.06 0.89 1.36 0.67 1.86 2.73 2.52 0.61 1.44 1.23 2.83 1.06 2.00
2nd 1.81 2.09 1.66 2.13 1.67 0.86 1.33 2.23 2.06 0.92 1.36 0.67 1.86 2.56 2.59 0.61 1.44 1.23 2.83 1.06 2.00
3rd 1.81 2.09 1.66 2.00 1.67 0.86 1.33 2.23 2.06 1.06 1.36 0.67 1.86 2.72 2.59 0.61 1.44 1.23 2.83 1.06 2.00

11
1st 1.34 0.94 1.06 3.23 0.95 0.38 0.19 2.00 1.64 0.78 1.08 0.52 1.14 1.89 2.13 1.23 0.97 1.28 1.88 1.16 1.75
2nd 1.34 0.94 1.06 2.36 0.95 0.38 0.19 2.00 1.64 0.78 1.08 0.52 1.14 1.89 2.13 1.23 0.97 1.28 1.88 1.16 1.75
3rd 1.34 0.94 1.06 2.27 0.95 0.38 0.19 2.00 1.64 0.78 1.08 0.52 1.14 1.89 2.13 1.23 0.97 1.28 1.88 1.16 1.75

12
1st 1.08 0.56 0.48 2.28 0.83 0.55 0.75 1.44 0.89 0.86 1.16 0.86 1.39 1.55 2.64 2.44 1.45 1.16 0.42 0.94 1.23
2nd 0.64 0.56 0.48 1.98 0.83 0.55 0.75 1.44 0.88 0.86 1.16 0.86 1.39 1.55 2.59 2.28 1.45 1.16 0.50 0.94 1.23
3rd 0.64 0.56 0.48 1.72 0.83 0.55 1.08 1.44 0.88 0.86 1.16 0.86 1.39 1.55 2.84 2.28 1.45 1.16 0.50 0.94 1.23

13
1st 0.88 1.36 0.61 2.39 0.38 0.91 2.80 1.59 0.88 1.50 1.69 2.00 1.22 1.52 1.55 0.84 0.84 1.20 0.53 1.55 1.11
2nd 0.88 1.28 0.61 2.39 0.38 0.91 2.09 1.28 0.81 1.27 1.73 1.94 0.84 1.52 1.55 0.92 0.84 1.20 0.66 1.55 1.11
3rd 0.88 0.86 0.61 2.39 0.38 0.91 1.89 1.34 0.81 1.27 1.73 1.91 0.84 1.52 1.55 0.92 0.84 1.20 0.66 1.55 1.11

14
1st 0.67 1.83 0.67 1.67 1.94 1.63 0.41 1.02 0.78 0.80 2.09 2.05 2.25 1.39 1.88 0.97 2.00 0.95 1.30 1.67 1.05
2nd 0.67 1.83 0.67 1.67 1.94 1.63 0.41 1.02 0.78 0.80 2.05 2.05 2.25 1.39 1.88 0.97 2.00 0.95 1.30 1.67 1.05
3rd 0.67 1.83 0.67 1.67 1.94 1.63 0.41 1.02 0.78 0.80 2.05 2.05 2.25 1.39 1.88 0.97 2.00 0.95 1.30 1.67 1.05

15
1st 1.83 1.98 2.75 2.52 2.14 1.14 0.47 1.89 1.67 1.27 2.28 2.38 1.88 1.16 1.66 2.34 2.25 1.89 2.20 1.88 1.42
2nd 1.83 1.98 2.75 2.52 1.73 1.06 0.47 1.89 1.67 1.27 2.28 2.38 1.88 1.16 1.66 2.28 2.25 1.89 2.20 1.88 1.42
3rd 1.83 1.98 2.75 2.52 1.73 1.06 0.47 1.89 1.67 1.27 2.28 2.38 1.88 1.16 1.66 2.28 2.25 1.89 2.20 1.88 1.42

16
1st 2.84 2.09 1.34 1.98 0.91 1.23 1.03 1.64 1.73 1.22 1.95 1.72 3.06 2.55 1.73 1.42 1.72 0.47 2.72 0.83 2.03
2nd 2.94 2.09 1.34 1.98 0.89 1.13 1.03 1.64 1.73 1.22 1.95 1.72 3.38 2.55 1.73 1.42 1.72 0.47 2.72 0.83 2.03
3rd 2.69 2.09 1.34 1.98 0.89 1.13 1.03 1.64 1.73 1.22 1.95 1.72 3.13 2.55 1.73 1.42 1.72 0.47 2.72 0.83 2.03

17
1st 1.80 1.17 0.45 2.58 0.09 1.08 0.70 1.22 2.20 1.22 1.42 1.44 1.17 1.20 2.13 2.38 0.80 1.02 2.02 1.73 2.00
2nd 1.80 1.17 0.42 2.30 0.09 1.08 0.61 1.22 2.20 1.22 1.42 1.44 1.17 1.20 2.13 2.47 0.80 1.02 2.02 1.73 2.00
3rd 1.80 1.17 0.55 2.34 0.09 1.08 0.33 1.22 2.20 1.22 1.42 1.44 1.17 1.20 2.13 1.84 0.80 1.02 2.02 1.73 2.00

18
1st 0.61 0.23 0.81 1.39 0.56 1.41 0.28 1.83 1.13 1.03 1.38 0.77 1.38 1.27 3.17 1.38 2.14 0.81 0.52 1.17 1.34
2nd 0.61 0.14 0.81 1.33 0.66 1.41 0.28 1.83 1.13 0.94 1.38 0.77 1.38 1.27 2.53 1.03 2.14 0.81 0.52 1.17 1.34
3rd 0.61 0.38 0.81 1.33 0.56 1.41 0.28 1.83 1.13 0.75 1.38 0.77 1.38 1.27 2.80 1.00 2.14 0.81 0.52 1.17 1.34

19
1st 1.22 0.55 0.50 2.05 0.19 1.33 1.23 0.69 0.55 0.86 2.55 1.13 1.28 1.77 1.44 0.36 1.58 1.17 0.78 0.48 0.97
2nd 1.22 0.23 0.50 2.05 0.47 1.33 1.23 0.52 0.55 0.86 2.17 1.13 1.28 1.77 1.44 0.36 1.58 1.17 0.69 0.48 0.97
3rd 1.22 0.23 0.50 2.05 0.47 1.33 1.23 0.52 0.55 0.86 1.64 1.13 1.28 1.77 1.44 0.36 1.58 1.17 0.69 0.48 0.97
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Table 3. Cont.

B
lo

ck

R
e-

Sa
ve

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

20
1st 1.28 1.81 0.56 2.36 1.92 2.02 0.95 1.11 1.72 0.69 2.70 0.52 1.53 1.56 1.22 1.33 1.75 1.66 0.84 1.92 1.83
2nd 1.28 1.97 0.56 2.58 1.66 2.02 0.91 1.11 1.72 0.69 2.08 0.70 1.53 1.56 1.22 1.33 1.75 1.66 0.84 1.92 1.83
3rd 1.28 1.77 0.56 2.52 1.58 2.02 0.91 1.11 1.72 0.69 2.11 0.70 1.53 1.56 1.22 1.33 1.75 1.66 0.84 1.92 1.83

21
1st 1.64 1.05 1.97 2.11 2.09 1.36 0.80 1.55 1.00 2.06 2.36 1.80 1.89 1.73 1.03 1.97 1.75 2.38 0.69 2.05 1.97
2nd 1.64 1.05 1.97 2.11 2.09 1.06 0.80 1.55 1.00 2.06 2.36 1.80 1.89 1.73 1.03 1.97 1.75 2.38 0.69 2.05 1.97
3rd 1.64 1.05 1.97 2.11 2.09 1.06 0.80 1.55 1.00 2.06 2.36 1.80 1.89 1.73 1.03 1.97 1.75 2.38 0.69 2.05 1.97

22
1st 2.41 1.73 1.25 1.97 1.83 0.81 1.50 1.48 1.73 1.42 0.72 2.05 2.58 2.13 2.00 0.75 2.17 1.44 2.39 1.31 1.78
2nd 2.41 1.73 1.25 1.97 1.73 1.17 1.50 1.48 1.73 1.42 0.72 2.05 2.58 2.13 2.00 0.66 2.17 1.44 2.39 1.31 1.78
3rd 2.41 1.73 1.25 1.97 1.63 1.14 1.50 1.48 1.73 1.42 0.72 2.05 2.58 2.13 2.00 0.66 2.17 1.44 2.39 1.31 1.78

23
1st 2.08 0.88 0.38 2.02 1.53 1.53 0.42 1.89 0.94 0.80 0.69 1.25 1.67 1.16 1.97 2.00 1.50 1.02 1.64 1.84 1.98
2nd 2.08 0.88 0.38 2.08 1.58 1.53 0.42 1.89 0.94 0.80 0.69 1.25 1.67 1.16 1.97 1.28 1.50 1.02 1.64 1.84 1.98
3rd 2.08 0.88 0.38 2.08 1.58 1.53 0.42 1.89 0.94 0.80 0.69 1.25 1.67 1.16 1.97 1.47 1.50 1.02 1.64 1.84 1.98

24
1st 0.77 0.28 0.91 0.83 1.25 1.34 0.61 2.89 2.17 0.78 1.47 0.73 1.56 1.00 1.22 0.88 1.81 0.56 0.70 1.13 1.69
2nd 0.77 0.28 0.91 0.78 1.25 1.34 0.33 2.89 2.17 0.78 1.47 0.73 1.56 1.00 1.22 0.64 1.81 0.56 0.70 1.13 1.69
3rd 0.77 0.28 0.91 0.78 1.25 1.34 0.33 2.89 2.17 0.78 1.47 0.73 1.56 1.00 1.22 0.64 1.81 0.56 0.70 1.13 1.69

25
1st 1.16 0.00 0.28 2.23 0.39 0.84 1.61 0.91 1.69 0.95 1.63 1.05 0.72 1.42 1.44 0.58 1.58 1.16 1.03 1.05 1.36
2nd 1.16 0.00 0.28 2.45 0.39 0.84 1.16 0.91 1.69 0.95 1.45 1.05 0.72 1.42 1.44 0.58 1.56 1.16 0.91 1.05 1.36
3rd 1.16 0.00 0.28 2.45 0.39 0.84 1.42 0.91 1.69 0.95 1.41 1.05 0.72 1.42 1.44 0.58 1.31 1.16 0.91 1.05 1.36

26
1st 2.95 2.55 0.50 1.95 1.77 1.28 1.72 1.30 1.48 0.80 1.44 0.55 1.50 2.34 0.73 1.56 1.98 0.89 0.92 1.00 1.30
2nd 2.95 2.44 0.48 2.11 1.55 1.28 1.72 1.30 1.48 0.66 1.13 0.55 1.50 2.34 0.73 1.56 1.98 0.89 1.23 1.00 1.30
3rd 2.95 2.69 0.48 2.11 1.64 1.28 1.72 1.30 1.48 0.80 1.20 0.55 1.50 2.34 0.73 1.56 1.98 0.89 1.23 1.00 1.30

27
1st 2.05 1.88 2.36 2.38 1.98 1.02 0.88 1.84 1.28 0.75 2.48 1.44 1.14 2.47 0.89 2.52 1.81 1.89 1.39 1.55 1.50
2nd 2.05 1.88 2.36 2.38 1.98 1.02 0.88 1.84 1.28 0.91 2.48 1.44 1.14 2.30 0.89 2.63 1.81 1.89 1.39 1.55 1.50
3rd 2.05 1.88 2.36 2.38 1.98 1.02 0.88 1.84 1.28 0.91 2.48 1.44 1.14 2.30 0.89 2.34 1.81 1.89 1.39 1.55 1.50

28
1st 1.89 1.77 1.55 3.78 1.55 1.50 1.44 2.39 0.95 1.31 1.88 2.09 1.97 1.83 2.02 1.42 1.69 0.89 1.67 2.33 2.05
2nd 1.89 1.77 1.55 3.70 1.55 1.50 1.44 2.39 0.95 1.31 1.88 2.09 1.97 1.83 2.02 1.67 1.69 0.89 1.67 2.33 2.05
3rd 1.89 1.77 1.55 3.75 1.55 1.50 1.44 2.39 0.95 1.31 1.88 2.09 1.97 1.83 2.02 1.70 1.69 0.89 1.67 2.33 2.05

29
1st 1.73 1.56 0.33 1.73 2.19 0.75 0.52 1.22 1.86 1.13 0.72 1.70 1.31 1.31 2.23 1.23 1.70 0.52 2.34 1.73 1.97
2nd 1.73 1.56 0.33 1.73 2.19 0.75 0.52 1.22 1.86 1.13 0.72 1.70 1.31 1.13 2.23 1.38 1.70 0.52 2.28 1.69 1.89
3rd 1.73 1.56 0.33 1.73 2.19 0.75 0.52 1.22 1.86 1.13 0.72 1.70 1.31 1.13 2.23 1.38 1.70 0.52 1.89 1.69 1.69

30
1st 0.78 0.75 0.30 1.83 1.38 1.30 1.03 1.50 1.78 1.20 0.48 1.77 1.41 0.61 2.13 1.47 0.94 0.50 0.42 0.52 1.03
2nd 1.09 0.75 0.30 2.13 1.38 1.30 1.03 1.50 1.78 1.20 0.48 1.77 1.41 0.61 2.13 1.47 0.94 0.50 0.42 0.52 1.03
3rd 0.81 0.75 0.30 2.13 1.38 1.30 1.03 1.50 1.78 1.20 0.48 1.77 1.41 0.61 2.13 1.47 0.94 0.50 0.42 0.52 1.03

31
1st 2.28 1.02 0.28 1.14 0.95 1.23 0.91 1.33 1.59 0.83 1.41 1.63 1.02 1.72 0.50 0.66 1.91 1.44 0.58 1.34 1.94
2nd 2.14 1.16 0.28 1.14 0.95 1.23 1.27 1.33 1.59 0.83 0.94 1.63 1.02 1.72 0.50 0.83 1.91 1.44 0.58 1.34 1.94
3rd 2.05 1.13 0.28 1.14 0.95 1.23 1.27 1.33 1.59 0.83 0.95 1.63 1.02 1.72 0.50 0.83 1.91 1.44 0.58 1.34 1.94

32
1st 1.53 1.70 0.88 2.39 1.39 1.84 1.36 0.80 1.72 0.91 2.23 2.30 1.61 1.73 2.03 0.75 2.13 0.80 0.75 1.44 1.63
2nd 1.53 1.70 0.88 2.33 1.13 1.84 1.36 0.80 1.77 0.91 1.95 2.30 1.61 1.73 2.03 0.73 2.13 0.80 0.75 1.44 1.63
3rd 1.53 1.70 0.88 2.08 1.13 1.84 1.36 0.80 1.77 0.91 2.19 2.30 1.61 1.73 2.03 0.70 2.13 0.80 0.75 1.44 1.63

33
1st 2.17 1.56 1.52 2.95 2.02 1.59 1.47 1.80 0.98 0.80 1.83 2.36 1.80 1.75 1.88 2.02 0.92 1.55 0.55 1.39 1.77
2nd 2.17 1.56 1.52 2.38 2.02 1.59 1.47 1.80 0.98 0.80 1.83 2.36 1.80 1.84 1.88 2.28 0.92 1.55 0.55 1.39 1.77
3rd 2.17 1.56 1.52 2.38 2.02 1.59 1.47 1.80 0.98 0.80 1.83 2.36 1.80 1.84 1.88 2.28 0.92 1.55 0.55 1.39 1.77

34
1st 1.48 2.64 1.31 2.86 1.56 1.34 2.39 1.75 1.28 0.97 0.92 2.97 2.06 2.27 1.33 0.91 0.88 0.92 1.19 1.58 1.59
2nd 1.48 2.64 1.31 2.91 1.56 1.34 2.39 1.75 1.28 0.97 0.92 2.97 2.06 2.27 1.33 0.91 0.88 0.92 1.19 1.61 1.59
3rd 1.48 2.64 1.31 2.91 1.56 1.34 2.39 1.75 1.28 0.97 0.92 2.97 2.06 2.27 1.33 0.91 0.88 0.92 1.19 1.61 1.59

35
1st 0.80 1.02 0.14 2.45 1.92 0.47 1.16 1.55 2.36 1.91 1.97 2.39 1.53 1.30 2.41 2.63 1.33 0.77 2.22 1.48 0.41
2nd 0.80 1.02 0.14 2.47 1.92 0.47 1.16 1.55 2.36 1.91 1.97 2.39 1.53 1.30 2.41 2.27 1.33 0.77 2.22 1.48 0.41
3rd 0.80 1.02 0.14 2.16 1.92 0.47 1.16 1.55 2.36 1.91 1.97 2.39 1.53 1.30 2.41 2.27 1.33 0.77 2.22 1.48 0.41

36
1st 1.19 0.84 0.64 3.33 0.45 0.66 1.95 1.69 2.03 2.17 0.75 1.36 1.16 0.75 1.91 1.73 1.23 0.80 0.09 0.80 1.05
2nd 1.19 0.84 0.59 2.64 0.45 0.66 1.95 1.69 2.03 2.17 0.75 1.36 1.16 0.75 1.91 1.22 1.23 0.80 0.09 0.80 1.05
3rd 1.19 0.84 0.59 2.64 0.45 0.66 1.95 1.69 2.03 2.17 0.75 1.36 1.16 0.75 1.91 1.06 1.23 0.80 0.09 0.80 1.05

37
1st 1.84 1.63 0.42 0.69 0.72 1.16 0.56 1.25 0.94 1.36 1.91 2.00 0.92 1.61 0.66 0.25 2.33 1.13 1.52 0.86 2.13
2nd 1.84 1.41 0.42 0.69 0.72 1.16 0.56 1.25 0.94 1.36 1.55 2.00 0.91 1.61 0.66 0.25 2.33 1.13 1.52 0.86 2.02
3rd 1.84 1.41 0.42 0.69 0.72 1.16 0.56 1.25 0.94 1.36 1.55 2.00 0.94 1.61 0.66 0.25 2.33 1.13 1.52 0.86 1.83

38
1st 0.72 1.08 1.11 2.16 1.20 1.52 1.92 1.14 1.27 0.92 2.66 2.47 0.86 1.47 2.05 0.78 1.98 0.86 0.66 1.55 1.83
2nd 0.72 1.08 1.11 2.16 1.20 1.52 1.69 1.14 1.27 0.92 2.33 2.47 0.86 1.47 2.05 0.78 1.98 0.86 0.66 1.55 1.83
3rd 0.72 1.08 1.11 2.16 1.20 1.52 1.63 1.14 1.27 0.92 2.44 2.47 0.86 1.47 2.05 0.78 1.98 0.86 0.66 1.55 1.83

39
1st 1.09 1.77 0.75 2.14 1.48 1.20 1.34 2.27 1.48 1.27 2.02 2.52 1.34 1.69 1.81 2.19 0.84 0.70 0.80 2.02 2.23
2nd 1.09 1.77 0.58 2.14 1.48 1.20 1.34 2.27 1.48 1.27 2.03 2.52 1.34 1.69 1.81 1.88 0.84 0.70 0.80 2.02 2.23
3rd 1.09 1.77 0.58 2.14 1.48 1.20 1.34 2.27 1.48 1.27 1.97 2.52 1.34 1.69 1.81 1.88 0.84 0.70 0.80 2.02 2.23

40
1st 1.69 1.58 0.78 1.69 2.27 1.56 2.08 2.06 1.14 1.34 1.66 1.94 1.53 1.94 1.34 1.72 1.38 0.47 1.64 1.61 1.08
2nd 1.69 1.58 0.78 1.69 2.27 1.48 2.08 2.06 1.14 1.34 1.58 1.94 1.53 1.94 1.34 1.72 1.38 0.47 1.64 1.61 1.08
3rd 1.69 1.58 0.78 1.69 2.27 1.41 2.08 2.06 1.14 1.34 1.58 1.94 1.53 1.94 1.34 1.72 1.38 0.47 1.64 1.61 1.08

41
1st 1.11 1.70 0.47 1.31 1.17 1.27 1.64 1.59 1.70 1.53 0.61 0.91 1.41 1.39 1.67 2.44 1.06 1.22 1.44 1.13 1.52
2nd 1.11 1.70 0.47 1.31 1.17 1.27 1.64 1.59 1.70 1.53 0.61 0.91 1.41 1.39 1.67 2.28 0.94 1.22 1.44 1.13 1.47
3rd 1.11 1.70 0.47 1.31 1.17 1.27 1.64 1.59 1.70 1.53 0.61 0.91 1.41 1.39 1.67 2.16 0.94 1.22 1.44 1.13 1.56
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Table 3. Cont.

B
lo

ck

R
e-

Sa
ve

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

42
1st 0.19 0.95 0.56 1.92 1.83 1.50 1.83 2.08 1.94 1.91 0.70 0.80 1.61 1.31 1.98 0.70 0.98 0.89 0.19 1.78 1.61
2nd 0.19 0.95 0.56 1.91 1.83 1.50 1.83 2.08 1.94 1.91 0.70 0.80 1.61 1.31 1.98 0.70 0.98 0.89 1.08 1.78 1.61
3rd 0.19 0.95 0.56 1.91 1.83 1.50 1.83 2.08 1.94 1.91 0.70 0.80 1.61 1.31 1.98 0.70 0.98 0.89 1.22 1.78 1.61

43
1st 1.72 1.30 0.75 0.42 0.75 1.42 0.92 1.70 1.25 1.25 0.84 1.13 0.94 0.73 0.44 0.75 2.03 1.56 1.22 1.02 1.44
2nd 1.84 1.14 0.75 0.42 0.75 1.42 0.75 1.70 1.25 1.25 0.84 1.08 0.94 0.73 0.44 0.77 2.03 1.56 1.22 1.02 1.44
3rd 1.58 1.14 0.75 0.42 0.75 1.42 0.75 1.70 1.25 1.25 0.84 1.08 0.94 0.73 0.44 0.77 2.03 1.56 1.22 1.02 1.44

44
1st 1.48 2.88 1.27 1.53 1.42 1.17 2.11 1.38 0.69 1.38 1.28 2.36 1.78 2.30 0.23 0.69 1.25 1.55 0.42 0.81 1.97
2nd 1.48 2.30 1.27 1.53 1.42 1.17 1.80 1.38 0.69 1.38 1.28 2.36 1.78 2.30 0.23 0.69 1.25 1.55 0.42 0.81 1.97
3rd 1.48 2.42 1.27 1.53 1.42 1.17 1.73 1.38 0.69 1.38 1.28 2.36 1.78 2.30 0.23 0.69 1.25 1.55 0.42 0.81 1.97

45
1st 1.09 1.97 0.52 2.31 1.17 0.98 0.84 1.91 1.39 2.23 2.13 2.38 0.95 2.42 1.47 0.28 1.94 1.53 0.63 0.84 1.78
2nd 1.09 1.97 0.52 2.11 1.17 0.98 0.84 1.91 1.39 2.23 2.13 2.38 0.95 2.42 1.47 0.28 1.94 1.53 0.64 0.84 1.78
3rd 1.09 1.97 0.52 2.17 1.17 0.98 0.84 1.91 1.39 2.23 2.13 2.38 0.95 2.42 1.47 0.28 1.94 1.53 0.67 0.84 1.78

46
1st 1.25 1.34 0.52 1.48 1.81 1.86 2.02 2.39 0.70 1.66 0.69 2.69 1.89 2.38 0.97 0.67 1.20 0.72 0.14 2.08 1.48
2nd 1.25 1.34 0.52 1.48 1.81 1.63 2.02 2.39 0.70 1.66 0.69 2.69 1.89 2.56 0.97 0.67 1.20 0.72 0.14 1.86 1.48
3rd 1.25 1.34 0.52 1.48 1.81 1.92 2.02 2.39 0.70 1.66 0.69 2.69 1.89 2.31 0.97 0.67 1.20 0.72 0.14 1.81 1.48

47
1st 1.25 1.58 0.42 1.88 0.72 0.95 0.89 1.72 1.64 1.89 1.30 2.19 0.94 0.39 1.36 2.06 1.31 0.86 0.89 1.45 1.56
2nd 1.25 1.58 0.28 1.83 0.72 1.06 0.89 1.72 1.64 1.89 1.30 2.19 0.94 0.39 1.45 2.00 1.22 0.86 1.22 1.45 1.56
3rd 1.25 1.58 0.28 2.27 0.72 0.94 0.89 1.72 1.64 1.89 1.30 2.19 0.94 0.39 1.45 2.17 1.22 0.86 1.03 1.45 1.56

48
1st 0.92 0.66 0.56 1.48 1.13 0.94 2.00 1.80 2.08 1.39 1.55 1.41 1.13 1.47 1.86 1.16 0.72 0.73 0.73 0.78 0.89
2nd 0.92 0.66 0.56 1.59 1.13 0.94 1.89 1.80 2.08 1.39 1.55 1.41 0.73 1.47 1.86 0.92 0.72 0.73 0.73 0.78 0.89
3rd 0.92 0.66 0.56 1.66 1.13 0.94 1.86 1.80 2.08 1.39 1.55 1.41 0.73 1.47 1.86 0.92 0.72 0.73 0.73 0.78 0.89

Observed ELA differential.

The highlighted sequences in Table 3 illustrate the component that belongs to the
particular blocks that have changed in the ELA values for each file-resave process, with
18% of the total of 1008 blocks. However, the number of a particular block is not constant
for each JPEG as different JPEGs consist of various pixel values and colors. The unchanged
values depict a block that was not affected by the compression process. It was observed
that the lower the quality of the image, the lesser the value of the ELA. For instance, a closer
observation of Table 3 reveals that a reduction of value can be observed from 95% quality to
75% quality. This thus shows a linear relationship between the quality of the image and the
corresponding ELA value. In some instances, the value of the corresponding ELA remains
the same within the modified range (quality). However, the corresponding values are still
greater than the unmodified ELA values. Furthermore, for some blocks of the image, the
value of the ELA remains unchanged irrespective of the quality of modification. The graph
in Figure 5 shows the pattern that occurred during the first re-compressed DIFF1(i1, j1),
while Figure 6 depicts the pattern during the second re-compressed DIFF2(i2,j2). Further-
more, Figure 7 shows the pattern of the third re-compressed DIFF3(i3, j3).

From the observation in Figures 5–7, for each re-compression cycle, the value of ELA is
below 4. However, the scatter plot further shows that the ELA values for most of the images
range between 0 and 3. On further examination of the scatter plots, values above 3 were
generated from images img4, img13, img14, and img15, respectively. To fully examine the
probable cause of these outliers, further evaluation of the range of ELA values for those
four images was carried out, by modifying the quality of JPEG re-savings. This process
involves decreasing the quality value of the image during resaving, 70% of compression
quality in this case. ELA calculation is then carried out for the three runs, and a slight
modification to the steps is as follows:

1. IA1(i, j)− IB2(i, j) = ELA1
2. IA2(i, j)− IB3(i, j) = ELA2
3. IA3(i, j)− IB4(i, j) = ELA3

(4)
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In the previous steps, IA0 originally stored in a disk with 75% quality compression
quality is re-compressed with 95% quality to observe ELA of 95% quality. Compared to the
above-stated steps, IA0 of 75% quality compression quality in a disk is resaved again with
70% quality to obtain IA1. IA1 is then re-compressed with 95% quality to produce ELA1. In
the second step, the IA1 is resaved with 70% quality to reach IA2. IA2 is then re-compressed
with 95% quality to produce ELA2. The same step is repeated for the third step. The result
of this process is shown in Table 4.

Table 4. ELA for images img4, img13, img14 and img15.

Image

Block Re-Save Img4 Img13 Img14 Img15

1

1st 0.97 0.81 1.16 0.52

2nd 0.75 0.81 1.16 0.52

3rd 0.75 0.81 1.16 0.52

2

1st 1.20 1.03 1.64 1.47

2nd 1.28 1.03 1.64 1.47

3rd 1.28 1.03 1.64 1.47

3

1st 1.23 0.91 1.28 1.84

2nd 1.23 0.91 1.28 1.84

3rd 1.23 0.91 1.28 1.84

4

1st 1.47 1.36 1.94 1.30

2nd 1.23 1.36 1.67 1.30

3rd 1.23 1.36 1.67 1.30

5

1st 1.94 0.98 1.55 1.77

2nd 1.77 0.98 1.55 1.77

3rd 1.77 0.98 1.55 1.77
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Table 4. Cont.

Image

Block Re-Save Img4 Img13 Img14 Img15

6

1st 1.38 0.86 0.63 1.67

2nd 1.38 0.86 0.63 1.67

3rd 1.38 0.86 0.63 1.67

7

1st 2.08 1.02 0.98 1.00

2nd 2.08 1.02 0.98 0.75

3rd 2.08 1.02 0.98 0.75

8

1st 1.61 1.22 1.67 1.30

2nd 1.36 1.22 1.67 1.30

3rd 1.36 1.22 1.67 1.30

9

1st 1.58 1.22 1.22 1.17

2nd 1.58 1.22 1.22 1.17

3rd 1.58 1.22 1.22 1.17

10

1st 2.16 1.55 2.41 1.27

2nd 2.16 1.55 2.41 1.27

3rd 2.16 1.55 2.41 1.27

11

1st 2.92 0.95 1.73 1.66

2nd 2.55 0.95 1.73 1.66

3rd 2.42 0.95 1.73 1.66

12

1st 1.78 1.50 1.36 2.41

2nd 1.78 1.50 1.36 2.19

3rd 1.78 1.50 1.36 2.19

13

1st 1.42 0.84 1.80 1.61

2nd 1.42 0.84 1.80 1.61

3rd 1.42 0.84 1.80 1.61

14

1st 1.45 1.77 1.25 1.86

2nd 1.45 1.77 1.25 1.86

3rd 1.45 1.77 1.25 1.86

15

1st 1.36 1.80 1.33 1.80

2nd 1.36 1.80 1.33 1.80

3rd 1.36 1.80 1.33 1.80

16

1st 1.95 2.16 1.30 1.22

2nd 1.95 2.36 1.30 1.22

3rd 1.95 2.36 1.30 1.22

17

1st 1.64 0.91 1.31 1.95

2nd 1.64 0.91 1.31 1.95

3rd 1.64 0.91 1.31 1.95

18

1st 1.70 1.59 1.28 2.06

2nd 1.70 1.59 1.28 2.06

3rd 1.70 1.59 1.28 2.06
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Table 4. Cont.

Image

Block Re-Save Img4 Img13 Img14 Img15

19

1st 1.25 1.23 1.28 1.34

2nd 1.25 1.23 1.28 1.34

3rd 1.25 1.23 1.28 1.34

20

1st 2.52 1.44 1.83 1.08

2nd 1.86 1.44 1.83 1.08

3rd 1.70 1.44 1.83 1.08

21

1st 1.44 1.84 1.20 1.16

2nd 1.44 1.84 1.20 1.16

3rd 1.44 1.84 1.20 1.16

22

1st 1.02 1.55 1.64 1.53

2nd 1.02 1.55 1.64 1.53

3rd 1.02 1.55 1.64 1.53

23

1st 2.13 1.83 1.61 1.45

2nd 2.13 1.83 1.61 1.45

3rd 2.13 1.83 1.61 1.45

24

1st 0.94 1.03 0.78 0.88

2nd 0.94 1.03 0.78 0.88

3rd 0.94 1.03 0.78 0.88

25

1st 1.67 0.75 0.47 1.28

2nd 1.67 0.75 0.47 1.28

3rd 1.67 0.75 0.47 1.28

26

1st 1.73 1.02 1.30 1.06

2nd 1.73 1.02 1.30 1.06

3rd 1.73 1.02 1.30 1.06

27

1st 1.83 0.81 1.91 0.98

2nd 1.83 0.81 1.91 0.98

3rd 1.83 0.81 1.91 0.98

28

1st 2.59 2.17 1.25 1.36

2nd 2.59 2.17 1.25 1.36

3rd 2.59 2.17 1.25 1.36

29

1st 1.61 0.98 1.02 1.50

2nd 1.61 0.98 1.02 1.50

3rd 1.61 0.98 1.02 1.50

30

1st 1.31 1.13 0.78 1.30

2nd 1.36 1.13 0.78 1.30

3rd 1.36 1.13 0.78 1.30

31

1st 0.78 0.88 1.17 0.38

2nd 0.78 0.88 1.17 0.38

3rd 0.78 0.88 1.17 0.38
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Table 4. Cont.

Image

Block Re-Save Img4 Img13 Img14 Img15

32

1st 2.16 1.55 1.20 2.09

2nd 1.77 1.55 1.20 2.09

3rd 1.77 1.55 1.20 2.09

33

1st 2.27 1.73 1.75 1.20

2nd 2.22 1.73 1.75 1.20

3rd 2.22 1.73 1.75 1.20

34

1st 2.09 1.00 1.39 1.73

2nd 2.09 1.00 1.39 1.73

3rd 2.09 1.00 1.39 1.73

35

1st 2.11 1.30 1.22 1.47

2nd 2.16 1.30 1.22 1.47

3rd 1.92 1.30 1.22 1.47

36

1st 1.61 1.58 0.83 2.19

2nd 1.61 1.58 0.83 2.19

3rd 1.61 1.58 0.83 2.19

37

1st 0.89 1.09 1.53 0.33

2nd 0.89 1.05 1.53 0.33

3rd 0.89 0.95 1.53 0.33

38

1st 2.11 1.39 1.13 1.06

2nd 2.11 1.39 1.13 1.06

3rd 2.11 1.39 1.13 1.06

39

1st 1.63 0.92 1.56 1.56

2nd 1.63 0.92 1.56 1.56

3rd 1.63 0.92 1.56 1.56

40

1st 1.44 1.02 1.36 1.44

2nd 1.44 1.02 1.36 1.44

3rd 1.44 1.02 1.36 1.44

41

1st 1.30 1.38 1.27 1.31

2nd 1.30 1.38 1.27 1.31

3rd 1.30 1.38 1.27 1.31

42

1st 1.22 1.39 1.36 1.19

2nd 1.22 1.39 1.36 1.19

3rd 1.22 1.39 1.36 1.19

43

1st 0.84 0.95 0.52 0.61

2nd 0.84 0.95 0.52 0.61

3rd 0.84 0.95 0.52 0.61

44

1st 0.92 1.77 1.67 0.47

2nd 0.92 1.77 1.67 0.47

3rd 0.92 1.77 1.67 0.47
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Table 4. Cont.

Image

Block Re-Save Img4 Img13 Img14 Img15

45

1st 1.89 0.34 1.50 1.56

2nd 1.58 0.34 1.50 1.56

3rd 1.28 0.34 1.50 1.56

46

1st 1.17 1.36 1.30 1.08

2nd 1.17 1.36 1.30 1.08

3rd 1.17 1.36 1.30 1.08

47

1st 1.98 1.22 0.64 0.92

2nd 1.72 1.22 0.64 0.92

3rd 1.80 1.22 0.64 0.92

48

1st 1.33 0.70 1.05 1.47

2nd 1.33 0.70 1.05 1.47

3rd 1.33 0.70 1.05 1.47

Similar patterns were observed between Tables 3 and 4. However, a scatter plot
of the combined images (by applying the modified process to all the images), shown in
Figures 8–10 respectively, deviates from the observed pattern in Figures 5–7. Whilst the
ELA threshold for the first sets of the re-saved processes (as presented in the expression in
Equation (2)) had values greater than 3, the current process (as presented in the expression
in Equation (3)) generates values that are below ELA of 3.
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Therefore, in each resaved phase (first, second and third resaved) associated with
each JPEG, it was observed, as shown in Figures 8–10, that the ELA values are below
3.0. A closer examination of each block of each image shows that there is a small change
whenever images are resaved three times. In image forensics, this is where ELA can be used
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to detect whether images are modified or not. There will be a significant degree of changes
if images have been modified for some purpose. Furthermore, to ascertain if a given JPEG
file has been modified, a forensic investigator can compare the ELA of the given JPEG file
to the original image. Further study will, however, adapt this benefit towards developing a
novel carving algorithm that can be utilized for the subsequent stages of JPEG image-file
forensic analysis. This process could be specifically useful for identifying modified images
during the investigation. A forensic examiner equipped with this knowledge will be able
to, in addition to other knowledge, identify falsified images even when the metadata and
the image header seems to be correct. This approach, therefore, offers signature-based
identification metrics which cannot be easily altered [45,46]. In a preliminary observation,
the study has observed ELA values that are greater than 3, tested on non-JPEG file (PDF
file) fragments with JPEG fragments.

Timely and effective forensic investigation is paramount in any setting and owing
to the complexity and structure of the compressed JPEG files, the author emphasizes not
only focusing on the fragments but also using the file fragments as a way of linking the
potential crime to a suspect. While the authors admit that pre-processing these data may
have some implications due to the error rate, our approach has significantly outlined that it
could be useful when implemented for purposes of digital forensic analysis. This in many
instances could find traces from JPEG files that could, in most cases, defeat anti-forensic
techniques. While this study advocates that this approach could only exist in a reactive
approach, we also opine to the need for incorporating some forensic readiness [47,48]
mechanisms which could allow automated signature identification in a proactive approach.
This is because an image forger usually exercises an objective of consistent alteration in a
camouflaging manner to be undetectable and defeat forensic investigation tools. Further
study would be needed to confirm this observation and provide reliable proof of JPEG
identification. Notably, leveraging error level analysis to identify the unique signatures
could also be applied in diverse forensic investigation mechanisms, for example, in an IoT
environment during end-to-end communication, where data traveling as plaintext or data
that are altered when a cryptosystem is broken, over the networks. Given that wireless
sensor networks are more vulnerable to these kinds of attacks, applying forensic analysis
in these environments would be ideal in extracting artifacts that can be used to create key
forensic hypotheses [49–51]. This forensic hypothesis would duly follow an investigation
cycle that is deemed scientific based on acceptable processes and standards for the artifacts
to be admissible in case of a security incident.

5. Comparison with Existing Techniques

The experiment that has been conducted in this study was mainly focused on high-
lighting how the suggested ELA technique is leveraged in identifying JPEG block signatures
for purpose of digital forensics. Section 4 highlighted systematic steps that showed that
21 images have been used to realize the exercise where unique characteristics have been
identified. It is worth noting that this study mainly capitalized on the drawbacks of ex-
isting works that have exhibited a high false-positive rate, therefore rendering the need
for manual validation. While this study develops a technique that can identify the unique
signature of JPEG 8 × 8 blocks using the Error Level Analysis technique, the authors have
noted or drawn comparison with existing works that closely match the proposed, as is
shown in Table 5. Researchers in [52] have suggested an approach that utilizes ELA in
image forensics; however, the authors note that that study was more generalized. Moreover,
researchers in [53] use lossy compression using ELA; however, this has a limitation where
the color drops below 256. In addition, other studies in [54–57] have identified photo
forensics algorithms using ELA, ELA for semi-automatic wavelet soft-thresholding, forgery
identification using forensic tools, and face-swap image exposure on deep learning based
ELA with a number of limitations inclined towards weakness with the addition of noise,
generalized study, and difficulty in identifying identification when deep learning training
models are used.



Electronics 2022, 11, 1468 19 of 22

Table 5. Comparison with other studies.

REF Focus Limitation

[52] ELA for image forensics Study is generalized

[53] Image forensics using lossy compression using ELA Cannot be applied across non-lossy compression, such as
PNG or where color drops below 256

[54] Photo forensics algorithm using ELA Inclined only towards lossy compression techniques

[55] ELA for semi-automatic wavelet soft-thresholding Study is weakened with produced noise

[56] Forgery identification using forensic tools Study is generalized and applies ELA, metadata analysis,
JPEG luminance

[57] Face-swap image exposure on deep learning based ELA Deep learning training model cannot explicitly explain the
priciple of identification as opposed to ELA

The advantage of the proposed approach in this paper is drawn based on the compar-
isons that have been highlighted from other studies as follows:

n Alteration of images can significantly be reduced with a lower degree of false-positives
where the features extracted from the images are subjected to ELA, and this can help
to build a forensic hypothesis.

n The experiment that has been conducted in this study has shown that this approach is
effective.

n Our approach has utilized a simple dataset which in the context of this study over-
comes the intensive need for rigorous training while pointing out specific features,
which from a digital forensic perspective may save an investigator time.

The experimental results that have been shown in Section 4 shows that the efficiency
rate of identification of this approach can be improved if embedded with other techniques;
however, this study has potentially been positioned as a build-up owing to the fact that it
has put across a proof of concept based on the identified problem.

6. Future Directions

Research on image quality assessment can be significantly leveraged for multimedia
forensics. Evaluation metrics, such as the peak-signal-to-noise ratio (PSNR), the structural
similarity index measure (SSIM), root mean square error (RMSE), and the feature similarity
indexing method (FSIM), can be used to evaluate as well as discriminate the structural
content of an image. For instance, studies in [49–51] have observed that the SSIM is more
sensitive to JPEG compression relative to the PSNR. The JPEG image compression process
introduces distinguishable structural distortion which can be measured by these metrics.
By using the absolute errors computation capability of the PSNR and RMSE, coupled with
the perception and saliency-based errors provided by the SSIM and FSIM, future works
will focus on exploiting these features in addition to the ELA for forensic analysis. Using
these, a forensic investigator can examine the luminance, structural and contrast properties
of a given image. Furthermore, the authors intend to validate the result of these metrics on
a larger scale by identifying ELA, SSIM, FSIM, RMSE, and PSNR values for larger JPEG
file sizes, with more blocks, which can precisely be used to identify JPEG fragments in the
carving process. This output will then be used to develop an intelligent system for carving
compressed JPEG files. This is currently a largely missing component for digital forensic
examiners.

7. Conclusions

A multitude of digital forensic challenges show that there is still a lack of suitable
techniques that can facilitate electronic discovery, especially for JPEG file formats. This
creates the need of developing suitable techniques that can solve this perennial challenge.
In this paper, we have introduced a new technique of identifying a unique JPEG block
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signature using error level analysis, which is a significant process during forensic analysis.
This has been achieved by observing the stages of JPEG compression level and identifying
JPEG 8 × 8 blocks based on ELA values that have a range of 0 to 3.0.
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