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a b s t r a c t

The double-ellipsoidal heat source concept, established by Goldak, has been extensively

employed to represent the energy distribution in a broad range of arc welding simulation

processes. However, the Goldak's parameters need to be exactly and efficiently defined for

accurate arc welding simulation. In this study, a novel procedure was proposed to accu-

rately predict the Goldak's parameters in Gas Tungsten Arc (GTA) Welding simulation. A

developed three dimensional (3D) Finite element (FE) analysis was performed to generate

thirty sets of normalized input (welding pool characteristics) and outputs (Goldak's pa-

rameters). The relevance between Goldak's parameters and welding pool characteristics

were established using two regression models and Artificial Neural Network (ANN)

computing systems. Linear and quadratic regression models and ANN were compared for

evaluation of accuracy of the parameters. Analysis of the results indicated that ANN

slightly transcends both regression models, even though the regression models and ANN

were able to suitably predict Goldak's parameters for welding simulation. Hence, Goldak's

parameters for the welding numerical model were estimated and employed from the ANN

model. 3D FE analysis based on thermal-elastic-plastic model using predicted Goldak's

parameters were then conducted and validated by the experimental tests in terms of the

size of welding pool, temperature distribution and induced residual stress. In the proposed

procedure, the data set in training process was obtained using an efficient FE model

analysis, which eliminates the cost and time associated with plenty of experimental tests.
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1. Introduction
Welding process has long been propounded as an essential

component and structural manufacturing process in oil and

gas, chemical industries, and nuclear power plants [1,2]. Girth

welding of steel pipes, to manufacture and join pipeline net-

works, is very popular in various industries [3,4]. However, it is

highly known that welding creates high amount of residual

stresses [1,2,4e6]. Residual stresses, predominantly in the

pipe longitudinal direction, negatively impact on structural

efficiency by reducing the fatigue strength, brittle fracture or

lead to stress corrosion cracking (SCC) [3]. Hence, precise

prediction of residual stress behavior and structural stress

analysis is of great significance to ensure integrity of welded

structures [1,3,6]. Numerical modelling has been employed as

a tool to predict the magnitude and distribution of residual

stresses of welding structures [3,6e12]. As part of the scopes in

the numerical simulation, various approximations and as-

sumptions are essentially elucidated due to the complexity of

the phenomena involved in welding processes [13].

The physical geometry andmechanical behavior of the weld-

ment are significantly affected by the chemicalemetallurgical

reaction in the liquid metal, solid state phase transformation

andgraingrowthduring theweldingprocedure,which in turnare

influenced by temperature field and thermal gradient during

welding cycles [2,10,12,14]. In welding process, the generated re-

sidual stress depends on the non-uniform temperature distribu-

tions as well as the transient temperature distribution due to

movement of heat sources [1]. In welding simulation, accurate

temperature distribution and the following precise mechanical

and metallurgical prediction in the weldment are achieved by

means of a well-established thermal model [4]. Hence, outlining

an appropriate thermalmodelmarks the numericalmodelling of

welding processes as a rigorous duty, promptly progressingmost

recently [2,4,15,16]. The latest progress in numerical models pro-

vides the ability to develop and employ volumetric heat sources

such as Gaussian heat source [10,17], conical heat source [2,18],

andtheGoldakdouble-ellipsoidheatsource [2,19e21].TheGoldak

heat source model is themost popular to date and is extensively

used to predict the energy distribution in arc welding simulation

processofpipestructures [19,22].However,Goldak'smodelaswell

as other models mentioned above require that some parameters

to be precisely determined because the conjunction between the

parameters is significant. Assessment of the optimum Goldak's
model parameters is an essential and challenging step to achieve

reliable thermal gradient and temperature fields in welding

simulation [5]. The issue to be addressed is how to accurately and

efficiently determine the values of theparameters beforewelding

simulation.

Some authors utilized heat source parameters from liter-

ature and this could lead to noticeable error in numerical re-

sults due to dissimilar experiment conditions [2,5]. Typically,

three established methods are adopted in order to compare

and verify the optimized heat source parameters:

a) Several authors [1,11,21,23e27] measured temperatures

by applying thermocouples at specific points, and fitted heat

source parameters in order to simulate temperature field to
match the thermocouple measurements at those particular

points [2,28].

b) Majority of researchers [1,10,11,24,29e31] matched the

macrograph of weldment cross-section from experiment, in

terms of the geometric appearance of the fusion zone (FZ),

molten pool (MP) and heat affected zone (HAZ), with those

from simulated results in order to iteratively determine the

heat source parameters [28].

c) Some researches [1,6,9,32,33] measured residual stresses

using destructive or non-destructive methods in order to

simulate residual stresses in which the parameters were

iteratively fitted with the measured strainestress data [1,28].

The research reported in the references [2,34,35] empha-

sized the most reliable method is to adopt experimental re-

sults of temperature recording using thermocouple and

observation of weldment cross-section, to verify the numeri-

cal results. Researchers [1,6,36e38] proposed verifying the

simulation results with all above methods in order to assure

the accuracy of mechanical as well as thermal results.

Several researchers [39e41] optimized welding process

parameters by defining a mathematical model to characterize

the relation between the experimental and simulation input

parameters, but the procedure is costly since the time-

consuming welding experiments are required to validate the

prediction model. Trial and error approach has been used by

many authors [42e45], however, it can be tedious and time-

consuming with no guarantee that optimal parameters

could be achieved [2]. Calibrated parameters of heat source

using optimization approaches can significantly improve the

result of welding simulation and reduce the analysis time.

Various algorithms and multiple regression analysis (MRA)

have been widely used to determine the parameters of weld-

ing simulation [46,47]. The MRA cannot resolve non-linear

problems, however, in practice, it is extensively used with

complete data for linear problems [5]. Welding heat source

parameters was predicted using the partial least-squares

regression analysis (PLSRA) by Jia et al. [5]. The authors [5]

studied the correlation between welding pool appearance in

terms of welding pool geometry and peak temperature using

predicted heat source parameters by both MRA and PLSRA. Fu

et al. [48] proposed an analytical method to obtain the geom-

etry characteristic of molten pool and the temperature dis-

tribution under various welding processes. A neural-network

by LevenbergeMarquardt algorithmwas then used in order to

train and predict the Goldak's parameters. To determine

Goldak's heat source parameters, Belitzki et al. [49] proposed

an image processing technique to characterize the weld seam

contour, and the Genetic Algorithm (GA) and Sequential

Quadratic Programming (SQP) approaches were employed to

optimize the heat source parameters. Tafarroj and Kolahan

[50], employed second order regressionmodeling and artificial

neural networks (ANN) to study the correlation between

welding input parameters and the Goldak's model parame-

ters. They concluded that the ANN model performs slightly

better than regression model. Various welding experiments

are required in order to train the network for different welding

joints using Tafarroj and Kolahan [50] method. Farias et al. [2]
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Fig. 1 e Preparation of girth-welding geometry of pipe specimen, thermocouple locations and welding direction (all

dimensions are in mm).

Fig. 2 e Welding process with thermocouples to record the

transient temperature using the data logger.
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used GA and inverse problem approaches to optimize pa-

rameters of Goldak's heat source model. The mean square of

differences between the magnitude of solidus temperatures

from the experimental and numerical results was considered

to be the objective function in the optimization process.

Hence, the optimized welding pool dimension was dependent

on the objective function. Reduced Geometry procedure has

been employed by authors [2] to reduce the computational

time. Despite the welding pool characteristics and welding

temperature profile results obtained from the FE simulation

were validated with the experimental results, the FE simula-

tion results have not been validated in terms of induced re-

sidual stress.

The review of the literature indicates the significance of

heat source model associated with suitably calibrated pa-

rameters to rigorously predict the magnitude and distribution

of residual stress inwelding structures using FEM.However, to

determine the heat source parameters, a systematic proced-

ure is required with minimum number of time and cost

consuming welding tests. In this study, a novel numerical

procedure to determine Goldak's parameters using developed

3D finite element model, two regressionmodels, and Artificial

Neural Network (ANN) are proposed. The linear and quadratic

regression models and neural network program based on the

LevenbergeMarquardt algorithm are critically examined and

compared. For this purpose, using developed FE simulation,

the peak temperature (Tp) at specific points adjacent to

welding zone (WZ) and size of the molten pool cross-section

are acquired under numerous welding processes, using

various Goldak's parameters. The FE simulation results are

then used to construct regressionmodels and to train samples

of the LevenbergeMarquardt neural network. The established

regression models and trained LevenbergeMarquardt neural

network is finally utilized to predict the heat source parame-

ters based on a particular double-pass welding process from a

welding experiment. The numerical model developed in the

current study can potentially be employed to accurately

specify heat source parameters for any given welding process

and ultimately eliminate the need to conduct numerous
experimental tests, which can be beneficial when both time

and cost reductions are sought.
2. Experimental apparatus and test
procedures

The experimental test apparatus encompasses a welding pipe

specimen made of AISI 316L stainless steel which has a broad

application in the oil and gas industry. The schematic of the

steel pipe specimen is shown in Fig. 1. The experimental setup

associated with the welding process and the testing in-

struments are provided in Fig. 2. It should be noted that a weld

filler material similar to the pipe specimen was utilized. The

weld groove shape and the dimension are based on ASTM F

722e82 Standard (Fig. 1). The pipe specimenswerewelded by a
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Fig. 3 e The macrograph of welding pool cross-section

showing root pass (RP) and cover pass (CP), at 45� from the

welding start location.
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certified welder. The welding procedures are based on Gas

Tungsten Arc Welding (GTAW) method. The tests were con-

ducted on the unconstrained specimen horizontally placed on

the table. An inert gas was injected into all steel pipe speci-

mens during welding procedures. The experiments were

conducted at ambient temperature of 27 �C. Neither preheat-

ing nor posteweld heat treatment was done in the welding

process. Fourweld tacks (WT)were performed at A, B, C andD,

as shown in Fig. 1, to minimize distortion during following

welding passes. For the proper welding, the welding gap was

filled by four quarter welding root pass (RP), AB, BC, CD, DA,

and then followed by one full circumferential cover pass (CP)

as shown in Fig. 1. More details on the welding sequences and

dimensions are described in Section 6.

In this study two types of experiments were conducted to

verify and to validate the numerical results. The first experi-

ment was conducted to determine characteristics of welding

pool and validate the transient thermal cycles and charac-

teristics of welding pool with those obtained from numerical

model using determined Goldak's parameters in Section 9.

The transient thermal cycles during the welding process were

recorded by thermocouples (K-type Chromel-Alumel) which

were spot welded at four locations, on the outer surface at 45�

from the welding start location as illustrated in Fig. 1. The

temperature measurements were logged onto a data logger

with a time increment of 1 s. The recorded transient temper-

ature profiles are used to validate with numerical model in

Section 6. For the purpose of detailed thermal analysis, the

welding power (W) was obtained from welding parameters

such as current (amps) and voltage (volts). The weld speed for

the root and cover passes were measured and shown in Table

1. To observe the molten pool size of the two welding passes,

the fully welded pipe specimen was transversely sectioned at

45� from the welding start location. The transverse section of

the specimen was grinded, polished and etched. An etchant

solution containing 70% nitric acid (HNO3) was used as a so-

lution. An electro-polishing machine operating voltage at 5v

for 45 s was utilized for the etching process. The finished

welding cross section is shown in Fig. 3. The welding pool

characteristics are used to verify and validate with numerical

results in Section 9. The second welding experiment was

conducted to validate the nominated welding sequence.

The second experiment was conducted to validate the re-

sidual stress with numerical FE results based on thermal-

elastic-plastic model using predicted Goldak's parameters, in

Section 9. The hole-drilling technique was carried out on the

specimens to gauge the residual stresses on the outer surface

of the welded pipe at different locations adjacent to the

welding pool. The details regarding thewelding residual stress

measurement test are described in Section 9.
Table 1 e Welding parameters for root and cover welding
passes for experimental welding process.

Heat source parameter RP CP

Power (W) 623 732

Efficiency (%) 80 80

Velocity (mm/s) 0.85 0.9
3. Double ellipsoidal moving heat source

Goldak's heat source model pertaining to the double-ellipsoidal

moving heat source [34] has been broadly used for numerical

simulation of the arc welding process of variousmetallic-based

structures [2,10,11,20,21,33,36,50e54]. As such, the Goldak's
double ellipsoidal moving heat source model is considered in

this study for calculation of the volumetric heat flux density

distribution of energy in the GMAW simulation process. The

graphical configurationofGoldak'smodel is shown inFig. 4. The

Goldak's equations [34] can express the front and rear heat

source using the following forms in Eqs. (1) and (2), respectively:

qf ðx; y; z; tÞ¼
6

ffiffiffi
3

p
ffQ

afbcp
ffiffiffi
p

p exp�
�
3x2

af
2
þ 3y2

b2
þ z2

c2

�
(1)

qrðx; y; z; tÞ¼ 6
ffiffiffi
3

p
frQ

arbcp
ffiffiffi
p

p exp�
�
3x2

ar
2
þ3y2

b2
þ z2

c2

�
(2)

where, x; y and z correspond to the local coordinate system of

the heat source model. ar and af , respectively, represent the

rear and the front semi-axes of the heat source model. Heat

deposited fractionswhich are fr and ff , respectively, represent

the rear and front parts of the model. Hence, ff þ fr ¼ 2.

Assuming the continuity of themodel, fr ¼ 2ar
afþar

and ff ¼ 2af
afþar

are considered [48], commonly ff is considered slightly greater

than fr, which is attributed to the fact that the temperature

gradient in the foreside leading part, is higher in comparison

to the rear part. In the present study, ff and fr are chosen as 1.1
Fig. 4 e Graphical configuration of Goldak's [34] double

ellipsoidal heat source model.
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Fig. 5 e The architecture of the artificial neural network using three hidden layers.
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and 0.9, respectively. If t is zero, a (i.e. af and ar), b and c are the

lengths which specify the profile of x0 energy in the heat

source.Q is the position of heat source in x-direction. The heat

source rate, Q ¼ hVI; is computed by means of V; where, I h,

and are voltage, current and welding efficiency, respectively.

4. Mechanical analysis

The calculation of residual stresses is dependent on the

former thermal analysis outcome associated with tempera-

ture distribution. The decomposition of the strain rate ð _εTÞ into
three strain components is based on Eq. (3) [1]:
Table 2 e Thermal, physical and mechanical properties of AIS

Temp �C Specific heat
kJ/kg/�C

Heat transfer
coefficients
W/ m2/K

Co

20 0.488 e

100 0.502 13.57

200 0.520 17.67

300 0.537 21.96

400 0.555 27.08

500 0.572 33.34

600 0.589 40.98

700 0.589 50.19

800 0.589 61.18

900 0.589 74.13

1000 0.589 89.21

1100 0.589 106.6

1200 0.589 126.48

1300 0.589 149.01

1400 0.589 174.37

1500 0.589 202.74

1600 0.589 234.28

1700 0.589 269.17

1800 0.589 307.57

2000 0.589 395.64
ε
$
T ¼ ε

$
E þ ε

$
P þ ε

$
ts' (3)
where, _εE, _εp and _εts stand for the elastic strain rate, plastic

strain rate, and thermal strain rate, respectively. The calcu-

lation of _εE depends on the material Young's modulus and

Poisson's ratio which are temperature subordinate. _εts is

computed by means of temperature dependent coefficient of

thermal expansion. A rate independent plastic model is

employed to calculate _εp based on Von Mises yield surface,

linear kinematic hardening model and temperature-

dependent stress relaxation due to visco-plastic effects. It

must be noted that hardening recovery is neglected if isotropic

hardening model is used. The numerical model can grant a
I 316L stainless steel [1,57].

nductivity
W/m/�C

Thermal Exp.
* 106 mm/mm/�C

Elastic
Modulus, GPa

14.12 14.56 171

15.26 15.39 165

16.69 16.21 157.5

18.11 16.86 150

19.54 17.37 142.5

20.96 17.78 135

22.38 18.12 127.5

23.81 18.43 120

25.23 18.72 109

26.66 18.99 96.9

28.08 19.27 83

29.50 19.53 64.4

30.93 19.79 47.3

32.35 20.02 25

33.78 20.21 1.7

33.78 20.21 1.7

33.78 20.21 1.7

33.78 20.21 1.7

33.78 20.21 1.7

33.78 20.21 1.7
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Table 3 e Tensile properties of AISI 316L stainless steel
[57].

Plastic strain (%) 0 0.2 1 2 5 10

Temp �C True stress (MPa)

23 210 238 292 325 393 494

275 150 173.7 217 249 325 424

550 112 142.3 178 211 286 380

750 95 114.7 147 167 195 216

800 88 112 120 129 150 169

900 69 70 71 73 76 81

1100 22.4 23.4 24.4 25.4 26.4 27.4

1400 2.7 3.7 4.7 5.7 6.7 7.7
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tensile part of loading-unloading, nevertheless, when the

material is subjected to both loading-unloading during the

welding process, the stresses exceed the yield point. The

stress then decreases continuously and the yield point in

compression is equal to the last tensile stress. The isotropic

hardening model is then incapable of demonstrating the

Bauschinger's effect during the inverse loading, resulting in

overestimating the value of residual stress [1,7,55,56]. Ac-

cording to kinematic hardening model, the entire stress range

is equivalent to twice the yield stress which is under the

assumption that the Bauschinger's effect is present. As such,

the kinematic hardening model is employed in this study

which is a suitable option for numerical simulation of the

welding residual stress.
5. Modeling for Goldak's parameters
determination

In this section the relationship between Goldak's parameters

ðaf ;ar; b; cÞ and welding pool characteristics (l1, l2 (Fig. 3) and

pick temperature ðTpÞ at T1 (Fig. 1)), obtained from developed

FE analysis, for root pass are modeled using linear regression,

quadratic regression and ANN models. Thirty sets of

normalized input (welding pool characteristics) and outputs

(Goldak's parameters) are provided, in Section 6. The perfor-

mance of the models are critically examined and compared

(Section 8), in terms of accuracy of Goldak's parameters pre-

diction. The model which outperformed others is then

employed to determine the Goldak's parameters for root and

cover welding passes based on welding pool characteristics

obtained from Section 2. All models are constructed and

analyzed using Matlab® software. A 3D FE analyses based on

thermal-elastic-plastic approach using predicted Goldak's
parameters were then carried out to be verified and validated
Table 4 e Determined heat source parameters range for
thermal simulation.

Heat source parameter Root Pass (RP) Cover Pass (CP)

af (mm) 1.6e5.2 1.1e4.2

ar (mm) 2.6e6.1 0.5e3.1

b (mm) 1.3e4.1 5.1e9.5

c (mm) 1.2e3.1 0.1e3.1
with experiment tests in terms of welding pool characteristic,

temperature distribution and induced residual stress obtained

in Section 9. The nominated model, in terms of accuracy, is

employed to determine the Goldak's parameters for CP using

similar procedure which was adopted for RP. Hence, welding

pool characteristics (d3, h (Fig. 3) and pick temperature ðTpÞ at
T1 (Fig. 1)) concerning the Goldak's parameters ðaf ;ar;b; cÞ are
assumed for CP.

5.1. The multiple regression model

Regression analysis is a mathematical form which explains

and approximates a function between one element, which is

assumed as dependent variable, and further independent

variables [50,58,59]. The regression analysis is generally

comprised of linear and non-linear regression in which the

mathematical relation between the consecutive dependent

variable and the independent variables is commonly achieved

by considering linear and nonlinear relationship, respectively

[58]. The objective is to determine the relationship between

Goldak's parameters ðaf ; ar;b; d; cÞ and welding pool charac-

teristics, l1 and l2 (Fig. 3) and pick temperatures ðTpÞ at T1

(Fig. 1) for root pass (Fig. 1) which are respectively considered

as dependent and independent variables.

In the present study, two well established regression

models, linear [5] and second order non-linear regression

(known as quadratic regression) models were considered and

assessed. The full mathematical equations of linear and

quadratic regression models for the problem can be described

by Eqs. (4) and (5), respectively.

f[;i
�
l1; l2;Tp

�¼ b0i
þ b1i

l1 þb2i
l2 þb3i

Tp þ b4i
l1l2 þb5i

l1Tp þb6i
l2Tp

þ b7i
l1l2Tp

(4)

fq;i
�
l1; l2;Tp

�¼ b0i
þb1i

l1 þ b2i
l2 þb3i

Tp þb4i
l1l2 þb5i

l1Tp þ b6i
l2Tp

þ b7i
l1

2 þb8i
l2

2 þ b9i
Tp

2

(5)

where, subscripts fl;iðl1; l2;TpÞ and fq;iðl1; l2;TpÞ are Goldak's
parameters, and q respectively represent linear and quadratic

regression models, i depicts Goladak's parameters at various

welding conditions and b0i ; b1i ; b2i ; b3i ; b4i ; b5i ; b6i ; b7i ; b8i ; b9i
represent the regression model coefficients. The coefficients

can be computed by applying multiple linear and non-linear

regression algorithm associating Eqs. (4) and (5) with the

simulation data series obtained from Section 6.

5.2. Artificial neural networks (ANN) model

In the present study, a multi-layer, feed-forward, back-

propagation artificial neural network was employed to deter-

mine the functional correlation between the welding pool

characteristics as input and the Goldak parameters as output

of the network. The well-established and desirable

LevenbergeMarquardt (LM) [50,60e62] training method was

employed to train the ANN network. The LM algorithm is

extensively used to solve problems of nonlinear least squares

https://doi.org/10.1016/j.jmrt.2022.04.039
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Fig. 6 e Finite element model meshing of the reduced geometry to determine Goldak's parameters.
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minimization by providing a numerical solution. A description

for LM algorithm is provided in the following paragraphs.

The objective function UðxÞ, which is supposed to be

minimized with proportion to the vector x, is the sum of

squares of nonlinear functions [63]:

UðxÞ ¼ ½
Xn
i¼1

e2i ðxÞ; (6)
Fig. 7 e Finite element model of welding sp
where the vector x ¼ (x1, x2 , …., xm), ei is referred to error and

called residual and each ei would be a smooth function from

Rm to R assuming that n � m. For simplification, the residual

vector e of n components, Rm/Rn, defined by the vector

eðxÞ¼ ðe1ðxÞ; e2ðxÞ;…; enðxÞ Þ. Eq. (6), can be then rewritten as

U(x) ¼ ½ eðxÞ2. Adopting Jacobian matrix, J, of e with respect to

x, the derivatives of U can be given as [64,65]:
ecimen showing boundary condition.
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Fig. 8 e Quarter welding sequence of weld tacks (WT), root

passes (RPs) and full circumferential welding of cover pass

(CP).
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JðxÞ¼
"
vei
vxj

#
i¼1;…; n and j¼1;…; m¼

2
6666666666666664

ve1ðxÞ
vx1

ve1ðxÞ
vx2

ve2ðxÞ
vx1

ve2ðxÞ
vx2

…
ve1ðxÞ
vxm

…
ve2ðxÞ
vxm

« «

venðxÞ
vx1

venðxÞ
vx2

1 «

/
venðxÞ
vxm

3
7777777777777775

¼

2
6664
Ve1ðxÞT

Ve2ðxÞT

«

VenðxÞT

3
7775:

(7)
Table 5 e Results from ANOVA method of the linear and quad

Goldak's
Parameters

Linear regression

Item P-value R2 R2
Adj:

F-value Critical Valu
at 0.05

af l2 0.0006 0.92 0.91 77 2.76

l1l2 0.0017

l2Tp 0.0004

l1l2Tp 0.0016

ar l2 <0.0001 0.80 0.78 35 2.98

l1Tp <0.0001
l2Tp <0.0001

b l2 <0.0001 0.88 0.86 62 2.98

l1Tp <0.0001

l1l2 <0.0001
c l2 0.0027 0.78 0.75 30 2.98

Tp <0.0001
l1Tp <0.0001
In general for non-linear problem, the gradient and Hes-

sian of objective can be presented, respectively, in terms of

JðxÞ as follows [48,63]:

VUðxÞ¼
Xn

i¼1

eiðxÞVeiðxÞ ¼ JðxÞTeðxÞ; (8)

V2UðxÞ¼
Xn
i¼1

VeiðxÞVeiðxÞT þ
Xn

i¼1

eiðxÞV2eiðxÞ

¼ JðxÞTJðxÞ þ
Xn

i¼1

eiðxÞV2eiðxÞ: (9)

In the Gauss-Newton method, V2UðxÞ is approximated by

the first term only in case the residual is exceedingly near the

solution, hence the terms V2eiðxÞ is small and can be elimi-

nated. This can efficiently save a large amount of computa-

tional time. The Newton's method based on U(xj) and in terms

of gradient and Hessian of UðxjÞ could be written as follows

[48]:

xjþ1 ¼ xj � �
V2U

�
xj

���1
VU

�
xj

�
(10)

By substituting Eqs. (8) and (9) in Eq. (10) and assuming

V2UðxÞ by first term only, the Gauss-Newton method can be

written as:

xjþ1 ¼xj �
h
J
�
xj

�T
J
�
xj

�i�1
J
�
xj

�T
e
�
xj

�
: (11)

The Gauss-Newton method of adopting the quadratic

approximation is unable to reasonably answer the large re-

siduals and its performance is satisfactory only for small re-

sidual problems.

Vanilla gradient descent, also called as steepest descent, is

a simple optimization technique to achieve a minimum value

in a function. In this method parameter optimization is car-

ried out by stepping up the negative gradient of the function at

each step. The iteration form of this method is [63,64]:

xjþ1 ¼xj � mVU
�
xj

�
; (12)

The parameter m is a floating learning rate which should be

calibrated in the following iteration based on the error in the
ratic regression models.

Quadratic regression

e Item P-value R2 R2
Adj:

F-value Critical Value
at 0.05

l2 0.0008 0.93 0.91 77 2.76

Tp <0.0001
l1l2 0.0013

l1
2 0.0016

l1Tp <0.0001 0.76 0.73 27 2.98

l2Tp <0.0001
l2

2 <0.0001
l1Tp <0.0001 0.92 0.91 73 2.76

l2Tp <0.0001
l1l2 <0.0001
l1

2 <0.0001
l1Tp <0.0001 0.76 0.73 28 2.98

l2Tp <0.0001
l2

2 0.023
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Fig. 9 e Comparison of Goldak's parameters (a) af (b) ar (c) b (d) c, between measured values and predicted values.
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former one. In contrary to the Gauss-Newton procedure, the

descent method converges to the solution rapidly for large

residual problems. However its approach to solution is

significantly slow for small residual problems. To overcome

the above mentioned issues with both gradient descent and

Gauss-Newton algorithms, Levenberg suggested an algorithm

by blending both algorithms to derive the complementary

advantages of them in which:

xjþ1 ¼ xj �
h
J
�
xj

�T
J
�
xj

�þ mI
i�1

J
�
xj

�T
e
�
xj

�
; (13)

m can be calibrated via multiplying by a factor (Y), Y is

assumed commonly as 10, in which if the error was reduced in

the former iteration, m should be reduced by Y so as to reduce

the performance of the gradient descent method. Likewise,

the influence of gradient descent should be enhanced by Y

whenever the error becomes elevated. In other words, the

Levenberg algorithm is a premier method to gradient descent

and Gauss-Newtonwhenever m is large and small, respectively

[65].

Due to the importance of architecture of the network and

deficiency of routine established guidelines to determine the

proper architecture of ANN [66,67], trial and error experi-

mentations were used in the present study. Hence, three

input nodes and four output nodes were selected. Three
hidden layers, for higher performance of ANN, were defined

after several attempts as illustrated in Fig. 5. In the present

study, the input layer consisted of three nodes, including two

parameters of welding pool dimensions l1; l2 (Fig. 3), for root

pass, plus pick temperature (Tp) at T1 (Fig. 1) for root pass.

The output layer was embraced by Goldak's parameters af ;ar;

bandc. To train the network 4 the LevenbergeMarquardt al-

gorithm requires 30 sets of normalized inputs and outputs to

be modelled using MATLAB software. The input and output

data were collected from the numerical simulation results

obtained in Section 6. Seventy percent of the inputs and

outputs from finite element analysis (FEA) were used for

training the network. To prevent over fitting, 20% of the in-

puts and outputs were used for early stopping, and the rest

(10%) of them were used for validation.
6. Simulation of the weld process

6.1. Material modelling

The present FEA simulation framework is performed on the

AISI316L stainless steel pipe samples using SYSWELD® com-

mercial software packagewhich has an extensive database for

the development of predefined material properties, the

https://doi.org/10.1016/j.jmrt.2022.04.039
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Fig. 10 e ANN output vs real output for (a) trained data, (b) test data.
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thermos-metallurgical and thermosemechanical properties.

Further experimental evaluation may be required for multi-

commercial materials. For higher simulation accuracy, the

simultaneous effect of the thermos-physical and

thermosemechanical properties was taken into account dur-

ing the simulation analysis. The various thermos-physical

and mechanical properties [1,57] of AISI 316L SS for the FE

simulation are shown in Table 2. The solid and liquid tem-

peratures were assumed as 1340 �C and 1400 �C, respectively.
The density was considered as 7966 kg/m3 and Poisson's ratio

as 0.294 which are temperature independent. The tensile

properties at various temperatures of AISI Type 316L SS are

shown in Table 3 [57].

6.2. Finite element analysis

In this study, the calculations of the thermal cycles and the

induced residual stress are based on Goldak's heat source

model [19] using SYSWELD® software package. To achieve
Table 6 e Input and output parameters for validation of regres

Set af (mm) ar (mm) b (mm)

A 4.1 3.7 2.8

B 4.5 3.2 3.3

Table 7 e Validation of developed regression models and ANN

Goldak's
Parameters

Set A

Linear model Quadratic model

af 3.94 3.90

Relative error (%) 3.9 4.98

ar 3.791 3.88

Relative error (%) 2.47 4.99

b 2.853 2.97

Relative error (%) 1.89 6.14

c 2.176 2.195

Relative error (%) 1.109 0.227
reliable and efficient FEAmodels, in terms of meshing quality,

the models were first generated in HYPERMESH® and then

exported into SYSWELD® prior to the welding simulation

process. To calculate the volumetric heat conduction, which

provides the temperature profile and residual stress pre-

dictions in the weldment, quadratic 3D 8-node hexahedral

(HEX8) FE elements were generated in HYPERMESH®. To

further achieve higher reliability in convergence in the ther-

mal and mechanical results, a finer mesh along the welding

bead was applied while keeping elements moderately coarser

away from the welding bead. A 2D element (QUAD4) in

HYPERMESH®, as natural convection boundary condition on

the surface of model, was generated to compute the heat

transfer through convection as well as radiation to the sur-

roundings from the weldment surface at a constant room

temperature. The modeling of the weld bead geometries was

extracted from the transverse section of molten pool obtained

from Section 2. In the present study the chewing gum tech-

nique rather than element activation technique was
sion models and ANN.

c (mm) Tpð0CÞ l1 (mm) l2 (mm)

2.2 680.9 4.57 5.83

1.8 669.9 4.68 5.82

.

Set B

ANN Linear model Quadratic model ANN

4.073 4.499 4.674 4.412

0.659 0.05 3.862 1.956

3.762 3.42 3.124 3.241

1.676 6.898 2.39 1.281

2.71 3.5 3.415 3.43

3.21 6.071 3.480 3.940

2.214 1.811 1.836 1.83

0.636 0.62 2.003 1.667
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Table 8 e Heat source parameters as predicted by ANN.

Heat source
parameter

First welding
pass

Second welding
pass

af (mm) 3.2 2.5

ar (mm) 4.5 1.5

b (mm) 2.8 8.2

c (mm) 2.5 0.7
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employed for the deposited materials as welding passes.

Readers may refer to [1] which critically compared the chew-

ing gum and element activation methods.

The numerical approach is constituted of two major

steps. First, a set of 50 thermal simulations were conducted

using various Goldak's parameters to obtain associated

welding pool characteristics (dimensions and pick temper-

ature). The welding pool characteristics and Goldak's pa-

rameters were then employed to evaluate regression and

ANN models (as discussed in Section 5). It was observed

from previous studies [5,47] that among Goldak's parame-

ters, bandc intensely influence the welding pool shape

characteristics (l1, l2 and d, h3) in comparison to af and ar.

Based on the approach presented by [5,47] and in trial and

error analysis, the first 20 thermal simulations, were carried

out to gain the range of Goldak's parameters (af ; ar; bandc)

from which the welding pool dimensions and pick temper-

atures were satisfactorily close to those from experiment.
Fig. 11 e The weld pool shapes, from welding experiment and F

(RP), (b) Cover pass (CP).
The ranges obtained for RP and CP are presented in Table 4.

The remaining 30 thermal simulations were applied within

the range given in Table 4. In order to stay within the limit

of computational time, a reduced geometry of the specimen,

proposed by [2], was only considered when performing the

thermal analysis. A reduced geometry of the model included

the Root Pass (RP), Cover Pass (CP) and Base Metal (BM), as

shown in Fig. 6. As shown in Fig. 6, a shorter axial size and

half circumferential of the standard model, presented in

Section 2, was only considered for thermal analysis. More-

over, only a quarter of weld line from point A to B, in Fig. 1,

for both root and cover passes in circumference direction

were welded. The weld bead cross-section and pick tem-

perature (Tp) were extracted at 45� from welding starting

point. The data set from 30 simulated tests for RP is pre-

sented in Appendix A.

In the second step, a 3D FE analysis was conducted based

on thermal-elastic-plastic approach using the predicted

Goldak's parameters which were validated with experiment

tests. The validation was in terms of welding pool character-

istics, temperature distribution and induced residual stresses.

The FE model of the pipe specimen, including boundary con-

ditions before the start of the welding process, is shown in Fig.

7. As shown in Fig. 7, the elastic clamps (K) in X-directionwere

located at four positions inside the weld gap at 45�, 135�, 225�,
and 315�, and the rigid constraints were applied at one end of

the specimen.
EM, using parameters determined from ANN, (a) Root pass

https://doi.org/10.1016/j.jmrt.2022.04.039
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Fig. 12 e 3D temperature contour on the outer surface of pipe specimen, at 45� fromwelding start point, (a) Root pass (RP), (b)

Cover pass (CP).
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The weld gap, shown in Fig. 7, was filled with four Weld

Tacks (WT) which were applied first in the sequences of WTI,

WTII,WTIII andWTⅣⅣ followed by RPs in the order of RPI, RPII,

RPIII and RPⅣⅣ, and finally the remaining gapwas filled inwith

CP as shown in Fig. 8. It is to be noted that the elastic con-

straints were located in the middle of the weld tacks in

circumferential direction to avoid welding distortion during

application of the weld tacks. The elastic clamps were then

removed after the weld tacks were applied, while the rigid

constraints were kept until completion of the following cover

pass, to prohibit rigid body motion. Hence, the weld tacks

were meant to moderate distortion during welding process of

the following welding passes. Once the welding simulation

was carried out and the entire pipe specimen was cooled

down to room temperature the results were validated by

experiment tests.
7. Regression model results and discussion

The Analysis of Variance method, known as ANOVA, was

carried out to evaluate the regression mod6el in terms of
significance of various mathematical models obtained based

on training data. For linear and quadratic regression models

the significance level was considered to be 5%. The goodness

of regression model is judged by the R-square and the

adjusted R-square. The performance of the R-square can also

be tested by evaluating the F-value. The F-value of the math-

ematicalmodel is supposed to be higher than the critical value

of F at the pre-determined significance level (5%). Hence, it can

be concluded that the mathematical model is suitably con-

structed as long as the F-test is satisfied. The P-test is carried

out to analyze the significance of each regression coefficient. If

the P-value of each coefficient is lesser than the significance

level (0.05), it can be concluded that the regression coefficient

is significant enough for the construction of the regression

model. Otherwise, the coefficient is near or equal to zero. In

contrast to conventional regression analyses [68,69], in this

study the combination of significant coefficients was deter-

mined, in which the final mathematical model for each

Goldak's parameters was obtained from only those co-

efficients that satisfactorily passed the ANOVA test in terms of

F-test and P-test. In other words, the best combination of non-

zero coefficients has been determined for each Goldak's

https://doi.org/10.1016/j.jmrt.2022.04.039
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Fig. 13 e The temperature profiles from experimental and finite element simulation at different positions, (a) RP, (b) CP.
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parameters. Pursuant to the results obtained from ANOVA,

the linear and second order constituted models calibrated

with significant regression coefficient for Goldak's parameters

are presented as follows:

af ;[ ¼8:237þ 52:151l2 � 0:077l2Tp � 9:966l1l2 þ 0:0146l1l2Tp (14)

ar;[ ¼ 18:816� 6:472l2 � 0:0053l1Tp þ 0:0099l2Tp (15)

b[ ¼32:579� 6:854l2 � 0:0072l1Tp þ 1:286l1l2 (16)

c[ ¼ � 8:048þ 0:888l2 þ 0:0249Tp � 0:00384l1Tp (17)

af ;q ¼ 88:655� 13:427l2 � 0:0666Tp þ 2:828l1l2 � 1:746l1
2 (18)

ar;q ¼0:3036� 0:0052l1Tp þ 0:0099l2Tp � 0:576l2
2 (19)

bq ¼8:779þ 0:566l1l2 þ 0:0467l1Tp � 0:0405l2Tp � 6:768l1
2 (20)

cq ¼ 3:776� 0:004l1Tp þ 0:0041l2Tp � 0:1649l2
2 (21)

where, subscripts and q respectively represent linear and

quadratic regression models. The statistical characteristics of

both regression models according to ANOVA are given in

Table 5. As shown in Table 5, the R-square and the adjusted R-

square show that both models were satisfactory fitted to the
Fig. 14 e The experimental setu
finite element data. In particular, the suitable magnitudes of

the adjusted R-squares for both models confirm that they are

able to estimate the outputs of test data accurately. The av-

erages of R-square coefficients of all predicted parameters

were 0.85 and 0.84 for linear and quadratic models, respec-

tively. The adjusted R-squares are well in compromise with

the R-square for all parameters in both regressionmodels. The

averages of adjusted R-squares over Goldak's parameters for

linear and quadratic models are 0.83 and 0.82, respectively.

The minimum R-squares for linear and quadratic models are

0.78 and 0.76, respectively. Hence, it can be concluded the

accuracy of linear model is slightly higher than quadratic

model in regard to the magnitude of R-squares. The F-values

for all parameters are remarkably higher than the critical

value at significant level which verifies that both models were

suitably created. Moreover the P-values of the all coefficients

are smaller than the significance level (5%) which means that

the adopted combinations of regression coefficients are sig-

nificant in determining the Goldak's parameters.

Fig. 9(a-d) demonstrates the result of the predicted Goldak's
parameters compared to those obtained from FEM. Note that,

the hollow rings are estimated by linear model and squares

shapes represent the values estimated by quadratic model.

The relationship between estimated and FEM Goldak's pa-

rameters is shown in Fig. 9. The figure also highlights the high

precision of estimation achieved using both mathematical
p for hole-drilling method.
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models, as shown by the predicted and measured data

crossing the middle line. The accuracy of both models for all

Goldak's parameters is relatively similar and no significant

variances can be observed. However, the linear model is

observed to be slightly better than the quadratic model in

predicting b, which is also in agreement with the R-square

value in Table 5. The performance of both regression and ANN

models, in terms of relative error, is evaluated and compared

using the new welding pool characteristics data in following

Section.
8. Artificial neural networks (ANNs) model
results and discussion

The performance of the parameters determined using ANN

highly depends on the goodness and amount of the data set

used in training process. Hence, the minimum number of 30

data sets was taken to assure quality of the parameters. As

described in Section 6, the normalized data has been used to

guarantee the goodness of data set. Determination of ANN

parameters for root passes was stopped after 32 epochs with

the mean-square error of 6.685e-5 and 9.235e-3 for training

and validation, respectively. Figs. 10a and b demonstrate the

plot of network output vs real data for training and test data of

root pass, respectively. As illustrated in the figures, the errors

are significantly low and the output data were satisfactorily

dispersed which proves excellent ability and reliability of the

network in predicting Goldak's parameters. Moreover, it can

be also observed of the randomness of data.

The accuracy of the developed regression and network

models was also investigated using the two new welding pool

characteristics data which have not been used in the earlier

processes, as shown in Table 6, and the results are provided in

Table 7. From Table 7, the maximum and average value of the

relative error are respectively 3.9% and 2.33% for linear

regression, 6.14% and 4.08% for quadratic regression and

3.21% and 1.546% for ANN models, for the first data set. The

values for the second data set are respectively 6.898% and

3.395% for linear regression, 3.862% and 2.933% for quadratic

regression and 3.94% and 2.21% for ANN models. It can be

concluded that, in general, the developed ANN presents the

least relative error among all models and obviously
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Fig. 15 e Comparison of residual stress distribut
outperforms both regressionmodels. However, the regression

models are created and implemented more straightforward

than the neural networks. In other words, the regression

model is advisable where simplicity of the parameters deter-

mination is a precedence factor; else, the developed neural

network is highly proposed. Furthermore, the performance of

linear model is slightly better than quadratic model for first

data set and the performance of the models are reversed for

second data set which demonstrates that both regression

models perform relatively similar.

Following the above conclusion, the ANN method was

employed to determine Goldak's parameters for cover pass

(CP) as well as root pass (RP) and the results are given in Table

8. Two sets of Goldak's parameters, for root and cover welding

passes, were then gathered and were eventually validated by

the experiment results obtained from Section 2 and presented

in following Section.
9. Goldak's parameters validation

The FE simulation, based on latest parameters (Table 8) ob-

tained from the ANN (Section 8), was then conducted as

described in Subsection 6.2. The configuration of the shape of

the weld pools obtained from the experiment and FE simula-

tion associated with both welding passes are shown in Fig. 11.

The HAZ encompasses series of contours that alternated from

400 to 1400 �C. 1400 �C is the melting temperature which de-

fines the fusion zone (FZ) of welding passes. As demonstrated

in Fig. 11, the welding pool sizes from the experiment and

numerical results are in good agreement for both root and

cover passes. The simulation results of the 3D temperature

distribution on the outer surface for the root and cover

welding passes at 45� from the welding start point are pre-

sented in Figs. 12(a) and (b). The elliptical shape of tempera-

ture distribution can be observed on the outer surface of the

pipe specimen for both welding passes which are in agree-

ment with previous researches [70,71]. The profiles of tran-

sient temperature for RP and CP from experiment and

simulation for different locations are compared in Figs. 13(a)

and (b), respectively. From Fig. 13, the experimental and FE

simulation results are in satisfactory agreement at all ther-

mocouple locations for both welding passes. The maximum
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ion between experiment and FE simulation.
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variance in peak temperatures between experimental and FE

simulation results were 3.06% and 3.75% at 15 mm and 25mm

locations, respectively. The rates of increase and decrease in

temperature as well as peak temperature are in favorable

compromise with each other. However, during cooling from

higher temperatures of both welding passes, the FE values

were slightly higher than those from experiment results

which indicate the heat losses in cooling period would be a

little higher from those obtained by the experiment.

The residual stress distributions from FEM are procured

upon cooling down the welded pipe to the ambient tempera-

ture. As described in Sections 6.2, the 3D finite element (FE)

model based on thermal-elastic-plastic approach, using the

predicted parameters in SYSWELD®, was employed to vali-

date the residual stresses obtained from the welding experi-

ment. Tomeasure the residual stresses occurring on the outer

surface of the welded pipe test specimen, the hole-drilling

method was used. Detailed information regarding the deter-

mination of residual stresses using the hole-drillingmethod is

available in the literature [72].

Since the FE simulation did not exhibit significant magni-

tude of radial residual stresses, the results of axial and hoop

residual stresses only were considered to compare with the

experimental results. The axial and hoop residual stresses on

the outer surface were measured at six different locations,

which is 7, 15, and 20 mm away from the weld center line and

at 90� and 270� from the welding starting point. The test setup

for hole-drilling technique used in the present study is shown

in Fig. 14. The axial and hoop residual stress measurements

from experiment and from FE simulation are plotted in Figs.

15(a) and (b), respectively. A good agreement between the

experimental and FE results can be observed in terms of

magnitude and trend for both axial and hoop residual

stresses.

The validated FE results in terms of welding pool charac-

teristics, temperature distribution and induced residual stress

demonstrate that the developed computational procedure to

determine the heat source parameters which is proposed in

the present study could be employed for the investigation of

induced residual stresses inmultiple passwelding of AISI 316L

stainless steel pipe specimen. The proposed numerical model

eliminates the need to conduct various welding experiments

to create inputeoutput data sets in training regression or ANN

models. This prediction technique can be trained using small

normalized data sets (30e50 sets of FE inputeoutput data).

Therefore, an experimental test is only required to validate

the accuracy of the predicted heat source parameters. In

addition, in the proposed model, there is no limitation of

welding procedure in terms of type of arc welding, welding

specimen dimensions, multi-pass welding, and the heat

source.
10. Concluding remarks

Themain aim of this study was to introduce a new systematic

approach on estimation of Goldak’ parameters using the

developed FE model, regression analysis, and artificial neural

networks in the numerical simulation for GTAW process. The
performance of linear and quadratic regression models, and

ANN were critically examined and compared for accuracy of

the parameters. The determined Goldak's parameters were

then satisfactorily validated with the experimental results in

terms of welding pool characteristics, temperature distribu-

tion and induced residual stresses. In summary, the following

concluding remarks are summarized:

� The average relative errors for the first and second sets of

parameters, using linear and quadratic regression models,

are reliable for the purpose of predicting the Goldak's
parameters.

� The average relative errors for the two sets of parameters

using ANN demonstrate that the ANN model clearly out-

performs both regression models. Hence, the ANNmethod

can be confidently employed to determine the Goldak's
parameters for the root and cover passes.

� The small relative error given by the regression models

makes them potentially alternatives to estimate the Gold-

ak's parameters. Notwithstanding of the fact that both

regression models perform lesser against ANN, the

regression models can be simply constructed and imple-

mented, which is a significant benefit.

� The proposed procedure eliminates the necessity of perform-

ing many welding experiments in acquiring inputeoutput

data sets to train regression or ANNmodels.

� The prediction models can be trained using 30e50 sets of

FE inputeoutput data; hence a validation experiment set is

only required to assure the accuracy of the predicted heat

source parameters.

� Using the proposed procedure, there is no limitation of

welding process in terms of type of arc welding, welding

specimen dimensions, multi-pass welding and the heat

source model.
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Appendix A. Obtained data set of RP for
regression models and ANN.

The data set of Goldak's parameters with associated welding

pool characteristics (l1 and l2 and pick temperature ðTpÞ) for
root pass (RP) are presented in following table.

https://doi.org/10.1016/j.jmrt.2022.04.039
https://doi.org/10.1016/j.jmrt.2022.04.039


Sets af (mm) ar(mm) b(mm) c(mm) Tp ð0CÞ l1(mm) l2(mm)

1 2.6 3.7 2.1 1.8 699.5 4.62 6.05

2 2.8 3.9 2.2 1.9 698.3 4.57 6

3 3 4.1 2.3 2 696.7 4.51 5.91

4 3.4 4.3 2.5 2.2 689.4 4.73 6.22

5 3.8 4.7 2.7 2.4 690.9 4.55 6

6 4.2 5.1 2.9 2.6 678 4.4 5.72

7 4.6 5.5 3.1 2.8 685.3 4.24 5.34

8 5 5.9 3.3 3 684.2 4.02 5.01

9 5.2 6.1 3.4 3.1 674.4 3.85 4.79

10 4.9 3.1 3.2 1.7 664.8 4.57 5.67

11 4.3 3.5 2.9 2.1 673.2 4.57 5.86

12 3.7 4 2.4 2.5 682.1 4.46 5.8

13 3.1 4.3 2 2.8 693.9 4.57 6.11

14 2.2 5 1.4 2.8 704.7 4.46 5.92

15 1.9 5.1 1.3 2.8 697.3 4.4 5.83

16 1.6 5.3 1.4 2.7 712.3 4.46 5.89

17 2.4 4.7 1.8 3.1 700.8 4.51 6.05

18 2.8 4.3 2.2 2.7 696.6 4.65 6.22

19 3.2 4.2 2.5 2.6 687.3 4.46 5.83

20 3.6 3.8 2.8 2.3 686.8 4.57 5.91

21 4 3.5 3.1 2 683 4.67 5.9

22 4.4 3.2 3.4 1.7 671.3 4.68 5.78

23 4.8 2.9 3.7 1.4 666.6 4.68 5.45

24 5.2 2.6 4.1 1.2 664.4 4.62 4.95

25 4.9 2.9 3.8 2 670 4.57 5.67

26 1.7 3.9 1.5 2.7 703 4.68 6.33

27 1.8 4.8 1.3 2.7 703.7 4.46 6

28 2 4.5 1.5 2.5 707.3 4.57 6.33

29 2.3 4.4 2.7 2.1 710 4.95 6.44

30 2.5 4.2 2.5 2.2 707.3 4.9 6.44
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