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Abstract
The k-NN algorithm missing values is one of the current research issues, especially in 4D
frequency. This study addresses the accuracy of the images, increases the efficiency of
missing k-NN hybrid values, and constructs a research framework that can identify
cancer-damaged areas isolated from non-tumors areas using 4D image light field tools.
Additionally, we propose a new approach to detect brain tumors or cerebrospinal fluid
(CSF) development in the early stages of formation. We apply a combination of the
hybrid K-Nearest Neighbor (k-NN) algorithm, Fast Fourier Transform, and the Laplace
Transform techniques on four-dimensional (4D) MRI (Magnetic Resonance Imaging)
images. These approaches use a 4D modulation method that dictates the light field used
for the Light Editing Field (LEF) tool. Depending on the user’s input, an objective
evaluation of each ray is calculated using the k-NN method to maintain the 4D frequency
redundant light fields. We suggest that light field methods can improve the quality of
images through LEF since the light field composite pipelines reduce the borders of
artifacts.
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1 Introduction

Medical images are an essential part of analyzing tumors as well as cerebrospinal
fluid (CSF) leaks. In medical literature, several techniques have been proposed to
analyze medical images [4]. A useful method, known as k-Nearest Neighbors (k-NN),
is a part of the supervised learning algorithms family that can create a new category
of data points from a dataset. The hybrid k-NN algorithm is a robust framework often
used as a point of reference, such as for the artificial neural network (ANN). The
hybrid k-NN algorithm combines the k-NN algorithm and a support vector machine
(SVM) that detects the brain cancer and CSF distance values and then trains the given
dataset of MRI images. The hybrid k-NN algorithm can be implemented with 4D
Light Field Tool (LFT) methods. The hybrid k-NN algorithm reads from a complete
dataset to find the nearest neighbors to classify the new data points.

Clustering is a handy technique used for identifying similarities among different
clusters or groups of datasets. It is used as a research model, and there are many
clustering algorithms in which the k-means algorithm is used to identify hidden
patterns in the data. This algorithm is an unsupervised clustering algorithm that
creates a specific number of disjoint level (non-dynamic) sets. The hybrid k-NN
algorithm provides a clear and straightforward way to handle a particular dataset’s
request across a certain number of groups. The number of groups (expected k clusters)
is developed, and the k-mean algorithm randomly picks the k-mean calculated values
from the beginning of the data. The first step is to take each point from a particular
dataset and calculate complexity at the nearest location, taking into account the
search’s proximity. We use the Euclidean division and recalculate the new k-group
location. The hybrid k-NN algorithm cluster technique is repeated until it finds the
current k collection location. This estimation minimizes the distance limit, known as
the squared turn-up limit, filling in the empty spaces.

We investigated 4D images for the various cancer stages and how to recover the
hidden information of the damaged cancer cells and CSF. We select 4D modeling to
identify the tumor accurately and efficiently. The various cancer areas scattered in the
vicinity with gaps are identified with high accuracy using the latest 4D image
technology through LFT. The LFT increases the accuracy of the hybrid k-NN algo-
rithm optimization to provide a better solution. The Laplace transformation and
Fourier transformation reduce the missing values related to the Laplacian matrix and
a diagonal matrix. Also, 4D LFT increases image resolution and improves the
algorithm’s accuracy after applying 4D image segmentation techniques. This paper
progresses in the following manner: Section 1 provides an overview of brain cancer
and CSF details. Section 2 presents the problem statement of the hybrid k-NN
algorithm with brain cancer and CSF issues. In Section 3, we explain some of the
previous related work done so far in this domain. Section 4 describes the methodol-
ogy used to detect brain cancer through the MRI-4D interface of image segmentation.
Also, sampling techniques of datasets and tools generated in the experimental results
after performing statistical analysis are presented. Section 5 provides details of the
results and discussions while mentioning the findings and limitations. Finally,
Section 6 concludes and describes the contributions made by this study and suggests
future directions.
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2 Problem of statement

The problem associated with brain tumor and CSF fluid is difficult top identify in MRI images
clearly. This research aims to examine whether the CSF leakage fluid and brain tumor images
are helpful to improve the quality of images using the Laplace transformation and FFT
algorithm in terms of both accuracy and quality. The datasets used in this research is a series
of chronological poor MRI images of brain tumor (cancer) and CSF fluid leakage in patient’s
brain images. In addition, the previous research contribution is based on the 3D segmentation
method that tried to enhance the quality of images to gain a higher resolution and remove the
noise or existing errors. Therefore, the traditional method (3D) is not enough to enhance the
accuracy of poor images of fluid as CT myelography or MR myelography is more significant
than MRI in identifying the area of CSF leak as if it arises from a considerable tear [14]. The
problem associated with the k-NN algorithm is that it cannot find the missing values of the k-
nearest neighbors. We focus on this issue with the k-NN algorithm, which is highly sensitive to
random samples because it only selects neighbors based on distance criteria. We also use 4D
Images of MRI to investigate cancer stages and recover the hidden information of damaged
cells of brain cancer and CSF with the hybrid k-NN algorithm and Laplacian transformation
with a diagonal matrix Fig. 1.

3 Related works

In the literature, the retrieval of hidden information from brain cancer image datasets has
become increasingly crucial. The k-NN approach has been widely used to fix the missing data
problem [14]. However, past studies did not pay much attention to the significance of image
features, which substantially affects the selection of the image’s neighborhood data points.D.
Bertsimas et al. [5] proposed a new way of recording the missing data values, called the
featured weighted gray k-NN algorithm (FWGk-NN). Their approach measured the appropri-
ateness of characteristics using the functionality of the FWGk-NN and missing values of the
image data. Z. Liu et al. [19] provided an experimental evaluation of five University of

Fig. 1 A brain cancer image showing the largest distance values using the k-NN algorithm
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California Irvine (UCI) Machine Learning Repository datasets in three processes that fail in
finding the distance values at different failure rates. Their empirical findings indicate that the
types of datasets have an undeniable effect on the FWGk-NN assessment of missing informa-
tion and the technique is better than the other four assessment methods.

Missing data is a prevalent issue in real-world datasets of image features, which is why
statistical literature has attracted significant interest. C. A. Bhardwaj et al. [6] suggested
modification in existing techniques with constant blended and continuous variables based on
the missing information’s sequential increment. Latha, R. S., et al. [15] used many predictive
models in their proposed framework, such as k-nearest neighbors, support vector machines,
and decision tree selection tuned for various modifications of their techniques. Garg, Ginni,
and Ritu Garg [9] described the detail of fuzzy logic techniques used in their algorithm to
optimize the given value assigned in the k-NN algorithm to reduce the missing values in image
datasets of fuzzy k-NN classifiers. R. Armina et al. [3] proposed pattern classification methods
to enhance data sets to predict models to countermeasure missing value problems. In a large-
scale computer study, S. Zhang et al. [32] proposed increasing the sample accuracy of 84
images of the UCI Machine Learning Repository datasets information. I. Altaf et al. [2]
proposed a method for calculating missing values of k-NN data sets information and proposed
some random missing information classification to optimize the assigned values for the highest
distribution of five other techniques in the datasets: average allocation, closest neighbors k (k-
mean), k-NN frequency, Bayesian PCA, and average predictive model. Furthermore, Nasor,
Mohamed, and WalidObaid [21] optimized the assigned values of the sample’s output to train
learning algorithms used for calculating datasets’ information. They also described a more
accurate and efficient method of the existing k-NN methods demonstrated in ten subsequent
applications by computational studies [27]. Wang, Lishan [31] suggested a technique to
classify the reliability of an incomplete pattern based on multi-label classification with
adaptive adherence to the missing values. S. Chowdhary et al. [8] Classified brain cancer
based on attribute values used for image datasets. The datasets of binary transformation images
are classified to implement the algorithm for identifying the missing information. However, if
the images cannot be unambiguously categorized, missing values play a key role in obtaining
an accurate assessment. In this case, the missing values are calculated based on the nearest k-
NN and self-organizing techniques. L. S. Prahl et al. [22] suggested a model that is categorized
according to each training class and the classification outcomes are integrated into the
fundamental tasks with the suitable combination regulations for the principle classification.
The k-NN algorithm belongs to certain classes and Meta classes (not equally distributed for
various individual classes) with distinct types of images of brain cancer datasets. A. Kinaci
et al. [12] suggested that the ratio of reliability captures the uncertainty, and accuracy and
efficiency decreases the frequency of incorrect classifications. Several tests using real infor-
mation datasets illustrate the efficiency of the proposed technique.

Huang et al. [10] proposed a deferred learning algorithm (nearest neighbor algorithm).
Their algorithm attempts to round up projections in the training datasets using a support vector
machine. Moreover, the k-Neighbor algorithm’s forecasts are based on the average values of
spatial neighbors. They used distance measures, such as Euclidean distance, Minkowski
distance, and Mahalanobis distance, to choose neighbors in the datasets’ hierarchical structure.
N. R. Saunders et al. [26] proposed measuring characteristics, such as the Z-normalization
technique and Min-Max used as standard methods to normalize the scale of variables that
assign equal weights to all features evenly. M. Ueno et al. [29] proposed a new technique for
assigning weights to individual features of datasets’ images using output error when various
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decision tree models are constructed. A. M. Mendrik et al. [20] suggested a nearest neighbor
computing algorithm (NNCA), which is an efficient method of completing missing informa-
tion. Each missing value is replaced by the appropriate values selected from the datasets.

In addition to replacing missing data with reasonable values as soon as possible from the
actual value, the integration algorithm should retain the original data structure and avoid
distorting the distribution of variables. Although NNCA algorithms are practical, the impact of
these techniques on the data structure is not well understood. Simulations were performed on
synthetic datasets with distinct schemes and failure levels to assess the efficiency of NNCA
within an individual iteration of 1NNCA and k-NN or weighted k-NN (wk-NN) into the
frames. Regardless of the image, the k-NN generally exceeds 1NNCA and reduces errors of
the k-NN missing values which are calculated in terms of integration precision. However,
1NNCA is the only way the data structure can be maintained when considering small values of
1NNCA. The use of the three algorithms, as mentioned earlier, provides the information from
implicit error and image datasets. After receiving the missing information randomly, the same
conclusions can be drawn when computed tomography studies are carried out.

B. Srinivas and G. Sasibhushana Rao [28] proposed a hybrid k-NNmodel (CNN-k-NN) for
the classification of brain tumors by magnetic resonance imaging (MRI) that combines
convolutional neural networks (CNN) with the k-NN algorithm. The CNN model is used for
implementing its properties of feature extraction and then adding them to the k-NN algorithm
to predict classes of an image dataset. The authors increased the performance accuracy of the
proposed model up to 96.25%, which is the value that occurs as suggested in the testing of
images and has proved to be higher in terms of precision, error rate, sensitivity, and specificity
findings of the proposed model.

S. Sargolzaei et al. [25] presented a new strategy to the closest neighbor scheduling in their
research using image datasets with empty values. The use of empty values and their imple-
mentation make the calculation more straightforward than the initial fuzzy k-NN technique.
The capability of k-NN algorithms to adapt and various supervised learning issues are thus
improved. Compared to the implementation of non-parametric statistical processes, empirical
research was carried out. It determines the proposed algorithm of k-NN neighboring arrange-
ments of the nearest position of the proposed k-NN is more accurate than k-NN fuzzy logic
algorithm, and then implementation of the k-NN algorithm is better than the fuzzy logic
algorithm. They concluded that k-NN is much more precise than other arranging processes of
k-NN values. J. M. Cameron et al. [7] suggested a framework to identify cancer detection in
images using the datasets with histological diagnosis of types of brain cancer. This technique
incorporates the detection of cancer signs through vibrational spectroscopy of Fourier trans-
formation. They suggested a few algorithms to manage images to identify cancer. However,
this research focuses on increasing the frequency signal of images to increase the image
accuracy using Fourier transform infrared (FTIR) spectroscopy. Komboet al. [13] proposed an
effective technique which represents the allocation form of the k-NN algorithm, concentrating
on the techniques used to assess the missing value and implementing the general or local
datasets of information.

K. Usman and K. Rajpoot [30] highlighted the prospective improvement in the present
technique. They anticipated that their research would provide the reader with a better knowl-
edge of the modality direction. They proposed a comparative study with the k-NN algorithm on
individual establishment methods such as “mean” and “standard deviation.” A training group
with relevant research gathered information on different dimensions. In each group, the above
techniques are applied, and the results are compared. It was concluded that the standard
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deviation was better than the mean value. F. Liang et al. [17] compared two attribution
techniques based on k-NN and Fourier transform. They suggested calculation technique (FL-
k-NN) incorporating time lag connections within and across the variables. H. Khotanlou et al.
[11] suggested that the connection matrix must be distinguished to rebuild test information
points by learning to assign different values to k and different test information points, called k-
NN correlation matrix classification (CM-k-NN). In particular, the reduced square-loss function
is used to minimize reconstruction error by rebuilding each test data point in all learning data
points. After that, in the reconstruction phase, the Laplacian graphic organizer is recommended
to keep the local data structure. Additionally, the authors’ focus on matrix and mathematical
object of datasets are applied to separate k values for distinct sample information, resulting in
low dispersion to eliminate the reconstruction process’s noisy property. k-NN techniques
(including the suggested CM-k-NN technique) are used for regression and correction of missing
information in relation to classification assignments. In L. Garg et al. [11] the authors performed
sets of tests to demonstrate effectiveness, and experimental findings showed that the suggested
technique was more precise and effective than the k-NN techniques found in process for data
extraction, such as classification, regression and missing information classification.

Alhroobet al. [1] proposed a method of calculating missing values in most clinical and
biomedical datasets. Registration of patients can be divided into several institutions; devices
can fail, and sensors cannot always be used. While these often-lost values are ignored, biases
and mistakes can occur when extracting information. J. Liu et al. [18] suggested a method
using convolutional neural networks to identify the blood glucose, and on the other hand, it
focuses on missing values of the k-NN algorithm. This method predicts the various kinds of
errors that have not yet been incorporated with the present techniques of k-NN algorithms. S.
Saeed and A. Abdullah [23] proposed an algorithm used for the detection of brain cancer
which has been used in image segmentation and MRI images datasets in data mining and
machine learning. This research focuses on computerized image processing to detect brain
cancer using image segmentation techniques and histograms. Lavanya, S. R., and Dr. R.
Mallika [16] suggested a comparison of techniques in three biological data sets. These
techniques are implemented for identifying the missing values in time series method. This
research aims to build a research framework that can define or isolate the area of cancer
damage from tumors and non-tumors using Fourier transform. Another research tool, based on
the Fourier transform, is the main mathematical method for frequency analysis and has broad
scientific and engineering applications. Fast Fourier transformation (FFT) is a contemporary
transformation method and computing FFT are extensively studied and active research
continues. S. Saeed et al. [24] proposed a method based on FFT for two fast execution
algorithms to evaluate the accuracy of medical datasets of images. This study helps in
detecting brain cancer due to the interconnection process of 4D image segmentation and
Fourier transform. The authors implement the 4D images on AI software modeling techniques
to measure the volume of brain damage cells within a CSF. LFT can be instrumental in
improving the light field editing application for segmentation and LFT composite pipeline
quality by reducing defects at boundaries.

4 Methods

The main objective of our study is to develop a system that can detect CSF leakage in the
brain’s tumor-region, or it can separate patients who have tumors. We collected data through
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various sources and analyzed through the necessary research tools. We use a hybrid k-NN
algorithm to determine the objectivity of the classifications. The hybrid k-NN algorithm
(clustering algorithm) is used as our research framework. We used supervised machine
learning hybrid k-NN algorithms. Clustering is a very effective technique used to identify
similarity among different clusters or groups (to measure the huge data at the sample time).
There are many clustering algorithms in which the k-means algorithm is used to identify
hidden patterns from the data. In our research k-means algorithm explores the unseen
information by taking the attributes such as space of value, sign of object, stages of cancer
and demographics, etc. The Laplacian model identifies the cancer at a very early stage.
Moreover, the scientific quality of the relevant literature was checked through critical appraisal
tools for better analysis as shown in Fig. 2.

The above figure shows the 4D images with the measurement of histogram values of CSF
leakage in brain cancer. This research uses the spatial (phonological images) to identify the
CSF leakage with brain cancer images. However, this research contributes the 4D segmenta-
tion with missing values of imputation which is mentioned by given below Fig. 3:

4.1 Trained datasets

This segment addresses in-depth analysis of data sets. Rich and high-quality data are
used for a successful multi-image segmentation method to increase the resolution of

Fig. 2 Structure of proposed framework that shows the proposed framework used in different types of techniques
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the medical image dataset. The main motivation for creating the Light Field Database
in medical MRI images is the fact that there is no database publicly available in MRI
and CT scan images for the diagnosis of brain tumor (low-grade tumor) and cerebro-
spinal fluid (CSF) in the initial stage of cancer that is in liquid form which is not
clearly visible in the initial growth of cancer. The research in this section focuses on
creating LFD to conduct experiments in this emerging field. The external standardized
light fields are extracted using the Lytro command-line tools to help recreate the 14
× 14 shifted views, which can then be used for various applications. The Lytro light
field software tool is generally considered to improve the quality of MRI datasets.
Trained LFD consists of more than 3000 MRI images, and the datasets are divided
into different five categories:

1. Healthy Brain
2. Cerebral Spinal Fluid Leak Images.
3. Low-Grade Tumor Images.
4. CSF with Brain Tumor images.
5. High-Grade Tumor Images.

The sample MRI images was collected by National Cancer Care Institute (NMI)"https://www.
ncci.org.pk/ and “Medicare hospital” in Pakistan, from the source of data gathered, is https://
www.medicarehospital.pk/. This stage serves as an empirical analysis to evaluate the
effectiveness of the proposed technique which is related to the proposed method.

4.2 Missing values imputation

Missing data imputation is one of the biggest problems in segmentation methods,
especially in MRI datasets. Imputation application problems are common in various
classifications where a few data are missing in the datasets. However, many tech-
niques and approaches exist to solve this missing imputation data problem in the
hybrid k-NN algorithm. CM-FFT technique at the first level is used for reducing the
missing values and minimizing the time lag (delay). This research is related to finding
the missing information in MRI images, which is somehow difficult to locate the
position of tumor or fluid in the brain. This research utilizes the extended hybrid k-
NN algorithm from the previous section with the novel proposed CM-FFT technique,
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Fig. 3 4D image segmentation with histogram
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providing a better solution for retrieving the missing data in the MRI datasets. The
research in this section is applied to a correlation matrix with Fast Fourier Transfor-
mation. The reason for selecting the correlation matrix is to combine the hybrid k-NN
algorithm with time-lagged (delay) to extract the missing values to reconstruct the
data in the datasets and reduce the execution time in retrieving the information
process. In addition, FFT is the better approach to find the missing information in
the same sequence of variables. Therefore, the proposed CM-FFT technique is a better
solution for solving the missing imputation problem in the MRI datasets.

This research is based on reducing the missing values which are used in the imputation
techniques are given below:

4.3 Experimental factors of reconstruct the structure

Suppose that U ϵ Wn × d stands for training data point where n = number of training data
points and suppose V ϵ W n × m stands for matrix test data, where m = number of test data.
We use U training data points to recreate all test data. Va is the distance between U T Wa and
Va, where Va × Wn represents the performing weights for training data points. Similarly, we
use training X data points in the number of test data to recreate all Va test data among U T Va
and W [30].

min∑m
a¼1 U T Va−vak k22 ¼ min ‖ U TVa−va‖2 ð1Þ

Where F = Frobenius matrix and W × Wn × m mrepresents the performance weight matrix
and the relationship between the training data points and the test data. The function of
improving the Eq. 3 is [30]:

Vi ¼ UUTð Þ−1X V ð2Þ
However, UUT is not always reversible in real applications. For this purpose, the traditional
interception function is added to the term’s simple arrangements in Eq. 4.

minV ‖ U TV−V ‖2 Fþ ρ‖V‖22 ð3Þ
The Eq. 5 is called edge regression, where p is the turning parameter [30].

Va ¼ UUTþ ρIð Þ−1X V ð4Þ
We need to use non-zero values so we use correlation between training and testing data points
and the data test will become partial training data points. We can use norm parameter term to
propose and replace the term from 1-norm to 2-norm in Eq. 6 [30].

F1 Sð Þ ¼ ‖ S ‖1 ð5Þ
In eq. 6, we need to remove the noisy data points that are almost irrelevant to all test data
during the reconstruction process. It is defined in Eq. 7 as follows [30]:

F2 Sð Þ ¼ ‖ S ‖21 ð6Þ
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4.4 Calculating the lagged time

We need to identify the correlated variables and the time lags for the vector of testing and
training. The cross-correlation is used to measure two time series as a function of a time delay
applied to one of them. The cross-correlation, rUy, between variables, u and y, for time delay
(e) is [17]:

ruv eð Þ ¼ Fuy eð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fuu 0ð ÞFvv 0ð Þp ð7Þ

F uy dð Þ

1

r−e
∑T

a¼1 ut−uð Þ vtþ e−yð Þ; if e≥o
1

r þ e ∑
T

a¼1−d
ut−uð Þ ytþ e−vð Þ

otherwise 0

8>>>><
>>>>:

; ð8Þ

Where T represents the length of the chain, U and V represent the average of u and v
respectively, d is compared from -(E - 1) to +(E - 1), and E is the maximum time delay of
missing values where both are present in this calculation in eq. 8.

Matrices are generated by decreasing intensity for each of the p lags, with the
ordered correlations from 1 ... p. Thus, the delay, d, is the highest correlation (max)
and Lp is the lag for each pair of variables L1 with the lowest correlation. Each L is
an N × N matrix, where elements show the time lags for each correlation between
the N variables. A luv portion may be positive (variable v values have a delayed
response to u values in the time unit luv) or negative (variable u values have a
delayed response to v values in the time unit) and luv = −lvu. The matrix’s diagonal
elements are not calculated as these elements give the signal’s auto-correlation and are
not used in this algorithm. The corresponding values for all |ruv|, are stored in the
matrices R1 … Rp, which are used in the neighbor collection steps.

4.5 Forming vectors

Lk-N N is more complex than the k-NN hybrid system, with different delays depending on the
set of factors to be considered. For each step, we have created a set of testing and training
vectors. We construct the function u over time t with some missing values. The function u has
a delay relationship with variables v and z where luv lags slightly. The test vector is
constructed with the t + luv and t + slightly lagged values of v and z. The training vectors
are produced similarly, and u values are stored separately, which are needed for inclusion.
Training tests are provided by the current values of u, where the resulting period must be
within 1 to T (data length) after the accumulation of errors. This limits instances of vector time
training to a missing value:

max 1; 1−min lu1;…::luNð Þð Þ;min lu1………luNð Þ½ Þ
i

Where lu1… luN are the time lags of relationships between u and all N variables for the recent
lag matrix.
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The distance between instances u and y in eq. 9 are given below [11]:

e U;Yð Þ ¼
∑
n

a¼1
ui⋀vað Þ � ua−vað Þ2� Va

∑
n

i¼1
ua⋀vað Þ

ð9Þ

In Eq. 9, we develop a calculation method based on Fourier conversion to use the previous
values of the missing values for each variable included with the correlations between the
variables of the Lk-NN calculations. We form a data segment from the raw data to indicate the
last missing data points. When values from s1 to sp. - 1 are present (or calculated), and sp. ...
sq. does not exist, Fourier descriptors are achieved by using Eq. 10 [11].

FK ¼ ∑P−1
c¼1Sb� exp−

2πi
p−1

� �
C−1ð Þ h−1ð Þ ð10Þ

4.5.1 Experimental results

This section identifies and discusses the simulation’s computational results, which were
developed using statistical significance analysis, in order to evaluate the performance of the
proposed Correlation Matrix of Fast Fourier Transformation (CM-FFT) technique in the
hybrid k-NN algorithm for finding missing imputation data extracted from MRI images in
time series data. Figures 4 and 5 show the extension of the Correlation Matrix of time-lagged
with the hybrid k-NN algorithm, cross-correlation variable of coefficient, and Fast Fourier
Transformation for extracting the data of missingness values in images for a combination of
hybrid Lk-NN algorithm.

The above figure shows Fast Fourier conversion to use the previous missing values for each
included parameter comparison between the Lk-NN calculation variables such as (b-1) (g-1)
(h-1). It forms a data segment from the raw data to indicate the last missing data point.

Where Fk is the k-Fourier descriptor with the calculated time values of m, where p, g, and q
can be calculated from Fourier descriptors using Eq. 11 as given below:

Fig. 4 Fast Fourier transformation of identifying the missing values calculation
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Sm ¼ 1

p−1
∑
P−1

c¼1
Sb� ℯxp−

2πi
p−1

� �
C−1ð Þ g−1ð Þ h−1ð Þ ð11Þ

4.6 Laplace transformation

We apply Laplacian transformation in Eq. 12, which is given below:

Sm ¼ 1

p−1
∑P−1

c¼1Sb� exp−
2πi
p−1

� �
C−1ð Þ g−1ð Þ h−1ð Þ ð12Þ

The above figure shows the Laplacian and the diagonal matrices, where L ∈ W d × d is the
Laplacian matrix and D W d × d is the slant matrix. LPP must ensure that the closest
neighbors of the original data are kept in the new space after dimension reduction in order
to minimize nonlinear dimensions.

Sm ¼ min ρn∑P−1
c¼1Sb� exp−

2πi
p−1

� �
c−1ð Þ g−1ð Þ g−nð Þ h−1ð Þ

� �
ð13Þ

The above figure shows that the LPP is a nonlinear dimensionality reduction method and the k-
NN ensures that the original LPP data after preserving the new space performs corresponding
dimensionality reduction. To improve the equation using the optimization method, we calculate
the optimal Sm equation through rebuilding weight or correlation between training data points
and the second test data point. A positive relationship between the data point of the ith learning
data set and the test shows the positive weight (i.e., wa, c > 0), while a negative relationship
means that (i.e., wa, b < 0) there is no correlation between data learning point (ath) and data test
(cth), which means zero weight (i.e., wa, c = 0). In this case, to forecast the test data, data point
“a” is not used. Instead of using all learning data points to predict test data, we use training data
points only with a non-zero coefficient. Suppose that Sg∈Wn × m is optimal because we better
understand the characteristics of the proposed method Figs. 6, 7 and 8.

Fig. 5 Implementation of Laplacian to calculate the missing values
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The above figure shows the iteration method and derivative turning point parameters to
show the nonlinear dimension reduction method and the original LPP data after the new space
has been preserved, where P is the turning point of derivative parameters. So, the predicted
value of the given term in equation is:

Predicted value ¼ ∑n
b¼1

va; c

∑n
c¼1va; c

� Sa; c

�
ð14Þ

This method of iteration and the number of training data points represents the true value of the
ath training data, where n is the number of data points for training and Va is a training point that
represents the actual value of data for training.

The above figure shows the method of iteration and the number of training data
points representing the true value of ath training data, where n is the number of data

Fig. 6 Nonlinear diagonal and the Laplacian matrices

Fig. 7 Derivative parameters
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points for training and Va is a training point that represents the actual value of data
for training.

Figure 9 depicts the combination of missing values ratio, which is replaced by non-zero
values after imputing the missing values, LHk-NN algorithm imputes missing data points, and
FFT in terms of calculated values of Imputation using FFT for one variable with simulated
missing data points, actual data (in blue), and imputed data (in red). To test this, MRI datasets
were used to generate simulated missing values. The missing values were extracted into rows
and columns in the same order for each subject, and all imputed methods were used in the
cross-correlation of time-lagged values using this proposed novel technique. In Lk-NN, time
instances with missing values are completely absent. Because of the use of time lags, the test
vector may not be empty because lagged values may be present. In this case, Lk-NN was able
to impute all missing values, so this did not occur. The experimental results show that the FFT
computed values are where the missing values are found and replace the missing values with
single values in the same sequence form, whereas FFT works in the frequency signal sequence
form to detect missing or hidden data in the sequence form to detect the range of CSF fluid or a
brain tumor. These simulation results show that the FFT generates discrete variables of a single
series and converts all data (non-zero values) from the same sequence into a single series.
Furthermore, FFT is used to determine the length of a signal. It converts one frequency-domain
function to another, or simply FFT of the original time-domain function. Finally, the nearest
point of the decomposed sequential values found in the same direction of the sequence of a
variable achieves the better solution of the imputed data.

Name Imputed Empty Instance Cross Correlation of Time-Lagged Missing values of the variable
Hybrid k-NN No No No
Fast Fourier Yes No No
LHk-NN Yes Yes Yes
LH(FFk-NN) Yes Yes Yes

MRI Datasets Images Missing Rations LHk-NN FFT Execution Time (Second)
D-Images-I 0.9% 0.97 0.97 2.20
D-Images-II 10% 0.92 0.94 2.11
D-Images-III 11% 0.99 0.95 1.42

Fig. 8 Iteration values of trained data points
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4.6.1 Root mean square error (RMSE)

The root mean square error (RMSE) was used to calculate the results and actual ratings to
assess the implementation’s performance. The RMSE formula is shown below. A high RMSE
value indicates a less accurate prediction of the rating, whereas a low value indicates a more
accurate prediction of the real value. The difference between the actual and predicted ratings is
denoted by the Sa − Sa∽, where Sa∽ is the predicted rating and Sa is the actual rating. The total
number of ratings is n as shown by the Eq. (15):

So; RMSE ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

b¼1 Sa−Sa∼ð Þ2
q

ð15Þ

Fig. 9 Missing values identification through FFT in the sequence form of rows and column to replace the zero
values into non-zero values

Table 1 Comparison of Previous Result to Current Results

Features Decision
Tree

Linear
Discriminate

Quadratic
Discriminate

Logistic
regression

SVM KNN
Fine

KNN
Medium
(Euclidean)

KNN

Linear K=1 K=10 K=100

Accuracy (C) 90.90% 86.40% 90.90% 86.40% 93.20% 96.90% 93.20% 70.50%
Sensitivity (C) 93% 87% 73% 73% 92% 92% 93% 92%
Specificity (C) 28% 70% 70% 70% 60% 60% 30% 60%
Accuracy (P) Nil Nil Nil Nil 0.881 71.43% Nil Nil
Sensitivity (P) Nil Nil Nil Nil Nil Nil Nil Nil
Specificity (P) Nil Nil Nil Nil Nil Nil Nil Nil
Accuracy (P) Nil Nil Nil Nil 98.34% 93.34% Nil Nil
Sensitivity (P) Nil Nil Nil Nil 95.23% 90% Nil Nil
Specificity (P) Nil Nil Nil Nil 100% 95% Nil Nil
Accuracy (P) 100% 61.73% Nil 100% 100% 91.36% Nil Nil
Sensitivity (P) 100% 84.91% Nil 100% 100% 96.23% Nil Nil
Specificity (P) 100% 17.86% Nil 100% 100% 82.14% Nil Nil
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Sa = ath test data point.
Sa ∽ = Predicted value.

4.7 PSEUDO code of missing values

The pseudo code of missing values of k-NN algorithm and combination of Fourier transform
and LPP data transformation are given below:

The above the proposed algorithm show the combination of k-NN algorithm with
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5 Comparison

The comparison of previous work and latest studies are given below:
The Table 1 and 2 above shows the longer values of k-NN (K = 1–10) and shows its

performance for the new proposed model with higher dimensions. This investigation increases
the accuracy of missing values for the k-NN hybrid algorithm. This paper also proposes a high-
dimensional modulation method that monitors which field of illumination can be used in the
light-emitting field. Using the light field segmentation of a 4D image in two different ways, the
MRI imaging pre-prepared method treated the final destination settings of the image specified
for the rest of the procedures Table 3.

This study addresses the classification results of the k-NN algorithm, which is based on
semi-supervised machine learning, in this section. Using 4D photographs, this study focused
on four segmentation techniques for brain cancer and CSF leakage. This model illustrates the
measurement of a thin tumor shell and a small volume of CSF leakage within the brain. The
model is created by software tools that use major k-NN techniques on a spread sheet to cover
the patient information obtained from the UK National Cancer Research Institute (NCRI)
database.

The outcomes of the experiments are performed by a dataset named “Malignant Brain
Cancer with CSF Leakage,” and the original information collection of 4-dimensional infor-
mation is then randomly split into four segmentation approaches and datasets, resulting in a
precision of 96.9%, as seen in the results. This thesis trained many supervised machine-
learning models using the training dataset, including KNN Fine (K = 1), KNN Medium
(Euclidean) (K = 10), and KNN Coarse (K = 100). We assess the utility of the suggested
strategies by measuring four assessment metrics: Sensitivity (Sen), Specificity (Spe), and
accuracy (Acc). Table II summarizes the study findings. KNN Medium (Euclidean)(K =
10), KNN Cosine (K = 10), KNN Cubic (K = 10), KNN Weighted (K = 10), and Ensemble
Bagged Tree achieved an accuracy of 93.2% among twenty-four machine-learning methods
models. The computing time of each classifier is also measured to determine its complexity,
and Table 2 displays the processing time of each classifier. This study also compared our
findings to those published in the literature in the form of related works. The comparison
reveals that the k-NN (K = 1–10) models in the current analysis outperform previous works
with 96.9% accuracy. These approaches outperform previously published works in the
literature due to their shorter measurement time and use of the far-distant values. However,
it does not reach 100% precision with all approaches, but in 4 dimensions, the k-NN
outperforms previous work. This analysis is based on LLP since it eliminates the missed
values of the hybrid k-NN algorithm while also minimizing the gap of far values. In this
analysis, the researchers used laplacain transformation in terms of Fourier transformation and
value optimization to quickly explain and detect missing values. This thesis also addresses Lk-
NN, which is more complex than k-NN and must account for all of the delays that range from
one variable pair to the next. Using the training vector, this research study created a set of test
and training vectors for each of the delays.

6 Result and discussion

We made it clear that the time delay of the experiment and the training vector arising from the
time delay are linked with improving the calculated information to determine the validation
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process factors. Here we also define Lk-NN, which is more complicated than the hybrid k-NN
that takes the delays that vary from one variable pair to another into consideration. For each of
the delays using the learning vector, we created a set of vectors with testing and training. LPP
is a way to reduce nonlinear dimensions and the LPP ensures that the nearest neighbors of the
original data are maintained in the new space after calculating the dimensions to mitigate the
loss of allocation values for hybrid k-NN. Another objective of this research is to enhance the
tumor-based image resolution applied on segmented areas of the tumor to determine the cause
of CSF leakage. These equations and structures mainly represent the size of the tumor and
need to calculate the missing values of hybrid k-NN with high accuracy with the usage of the
latest 4D technology using LFT. We calculated the tumor growth area of cancer cells and brain
cells damaged due to CSF leakage from the first step to the last step. Using different software
tools, we analyzed the forming vector that applies to self-correlation. The main area of our
research is brain tumors and accuracy is the key tool for success, which is why the study
suggests that MRI gets the best pictures and the best results. This research is based on LLP due
to the reduction of the missing values of the k-NN algorithm and to minimize the distance of
far values as well. Using Laplacian transformation in terms of Fourier transformation and
optimization of the values, we can easily understand and detect the missing values. We also
describe Lk-NN, which is more complex than the hybrid k-NN and must take into account the
delays varying from one variable pair to another. Using the training vector, we created a set of
test and training vectors for each of the delays.

6.1 Findings

We summarize our contributions in this research work as below:

1. Firstly, we contributed a high-dimensional segmentation process with the graph cutting
technique to calculate the accuracy of image datasets. All images have the same process
implemented in graph cutting, but the quality is different in 4D. After implementing the
4D techniques on images, we can find some uniqueness for images’ selection. Note that
the images have improved quality as compared to 3D, but if we use color images in 4D
segmentation, it provides better results as compared to black and white images.

2. Secondly, with general improvement, we address the missing data issue. The framework
creates a predictive value optimization problem that explicitly addresses the missing
inclusion values and can be used to generate multiple impressions. We provide the nearest
neighbor functions derived from the k-NN algorithm. This optimization provides a new
perspective on the classic data loss problem and leads to developing new algorithms to
improve data accuracy.

3. Thirdly, we develop solutions to the missing data problem for each calculation model by
following the general method of calculation of the Frobenius matrix, standard Frobenius
matrix, reconstruction weight matrix, the relationship between training data points and test

Table 3 Overall Result of Accuracy

Sensitivity (%) Specificity (%) Overall Accuracy (%)

92% 60% 96.90%
94% 30% 93.20%
92% 60% 70.50%
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data with rotation parameter optimization function. These methods manage non-zero
values easily, and the relationship between the training and the data test points become
partial data points for the training.

4. Finally, we evaluated the methods for overcoming the value of missing data for the hybrid
k-NN algorithm in the computational experiments of the new proposed method. We use
the Fast Fourier Transform method to include missing hybrid k-NN algorithm values with
delayed correlation and multiple missing data types in time series data. To create the
double optimization method, we use the FK-k-NN method:

1. Fast Fourier Transformation (FFT)
2. Extension of hybrid k-NN algorithm with lagged correlation
3. Improvement of the calculated data to determine the validation method
4. Variables associated with the time delay of the test and the training vector resulting from

the time delay
5. Describing Lk-NN, which is more complex than the hybrid k-NN and must consider

delays varying from one variable pair to another using the training vector
6. Building a matrix array with a diagonal matrix D equivalent to R d × d.

6.2 Limitations

Due to the lack of resources in terms of both time and cost, some features on this research work
are compromised that can add more strength to its functionality.

1. High-dimensional segmentation needs to be improved with using another algorithm which
will help to find more accuracy of the brain segmentation process.

2. Applying high-dimensional segmentation for original MRI imaging, which can create
ease in finding the CSF leakage problem? As a result, the health care practitioner can
easily understand the initial stages of cancer in the MRI samples.

The 4D techniques applied to the human brain scanning would help medical technicians
performing MRI scans to easily detect the disease.

7 Conclusion

In this research, we have proposed four new approaches to classify MRI images (4-
dimensional) in the early stages of tumor or CSF development using the hybrid k-Nearest
Neighbor (k-NN) algorithm technique. Our research addressed the issues of accuracy and the
efficiency of missing k-NN hybrid values. k-NN missing values is one of the most popular
research issues especially in 4D frequency. We defined Lk-NN, which is more complicated
than the k-NN and takes into account delays that vary from one variable pair to another. We
created a set of testing and training vectors for each of the delays using the training vector. The
LPP is a means of reducing non-linear dimensions. LPP ensures that the closest neighbors to
the original data are maintained in the new space after reducing the dimensions, to reduce the
loss of hybrid k-NN allocation values. We used the 4D model process approach at the
beginning of the tumor development for clear-cut tumor recognition. We implemented various
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image enhancement techniques to improve image quality for a better prediction of cancer
diagnosis. This research proposes the concept of a research framework that will identify
tumors from non-tumors by using a 4D image light field model. By interfacing 4-
dimensional models followed by software modeling techniques, we measure the range,
frequency, ratio, masses and size of brain damage cells deep inside the CSF and also improve
the performance of hybrid k-NN algorithms compared to the previous one.
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