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A B S T R A C T   

Due to the large number of cells installed in electric vehicle (EV), its battery management system (BMS) requires 
efficient state of charge (SOC) estimation algorithm. Since there is an impetus to reduce the computational 
burden (while retaining an acceptable accuracy), this paper proposes a simple and fast online adaptive observer 
for SOC estimation of Lithium-ion battery. The observer has several attractive features: first, its stability is proven 
by Lyapunov approach where asymptotic error convergence is guaranteed. Second, the computational re
quirements are low since it contains a few simple recursive equations without matrix inversion. Third, it is 
adaptive and achieves simultaneous online estimation of SOC and most of the battery parameters. The practical 
implementation using a 3 Ah battery proves the effectiveness of the proposed observer under dynamic stress test 
(DST). The testing with real EV profiles (supplemental federal test procedure which is known as US06 and federal 
urban driving schedule FUDS) is also performed to show the reliability. It is confirmed that the computation time 
of the proposed algorithm is reduced by approximately 2.5 times in compared to the extended Kalman filter- 
recursive least square (EKF-RLS) method. Despite the reduction in computation time, the errors are compara
ble to the latter. The low computational cost is significant when considering the need to accurately estimate the 
SOC of a large number of cells in a battery pack of an EV.   

1. Introduction 

The expected mass penetration of electric vehicle (EV) into the global 
automotive market will inevitably require drastic advancements in the 
battery management system (BMS). Since the battery pack is the most 
expensive component of the EV, it has to be operated at the highest 
efficiency, while retaining its safety features and longevity. The main 
function of BMS is to update the state of charge (SOC) of the battery so 
that the driver is continuously informed on the charge status—thus, 
removing the battery-depletion anxiety associated with EV driving [1]. 
Over the long term, the BMS also monitors the state of health (SOH) of 
the battery [2]. Other than these two main functions, the BMS needs to 
acquire, measure, condition and process the voltage, current and tem
perature signals, performs cell balancing, protects the battery pack and 
acts as interface with others electronics devices inside the vehicle. 

By far, the SOC estimation is the most computational intensive 
operation for the BMS. The algorithm normally requires complex 
mathematical operations and dedicates a large portion of its computing 
resources for this purpose [2]. Although there exist low computation 

SOC algorithms such as the coulomb counting (CC) method, it lacks the 
necessary accuracy for EV application. The main problem with CC is the 
inherent accumulation error of the current integration. Furthermore, it 
mandates for an accurate initial value of SOC, which is an unknown 
variable in a real system [3]. A much more accurate estimation can be 
achieved using the artificial intelligence (AI) based SOC methods [4,5]. 
However, the system needs to be trained; this process is time consuming. 
Another drawback with AI is that, once the training is decided for a 
particular battery at a specific condition, it must be re-trained when 
operates in a different condition. This is not always feasible, considering 
the large variations in battery types and the highly dynamic nature of EV 
operations. 

Thus far, the Kalman filter (KF) method is the most widely used SOC 
method. It estimates the battery state very accurately, even in the 
presence of noise. To deal with nonlinearity in the battery model, the 
improved KF, i.e. the extended Kalman filter (EKF) [6] and the sigma 
point Kalman filter (SP-KF) [7,8] are proposed. One of the main draw
back of the KF-based methods is the need for an extensive computing 
power to perform a large number of matrix multiplications [2]. 
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Moreover, the EKF requires prior knowledge of the battery model’s 
parameters before the estimation can be made. To obtain these param
eters, additional procedures have to be incorporated into the original 
EKF algorithm. Two popular methods, namely the dual EKF (D-EKF) [9] 
and EKF with recursive least square (EKF-RLS) [10] are used; by this 
approach, the algorithm is able to estimate the state and the parameters 
simultaneously. Although the estimation performance is improved, the 
D-EKF and EKF- RLS require even more processing time to cater for these 
additional functions. Since the statistics of noise covariance are required 
in KF methods, an advanced adaptive EKF is proposed in [11] for online 
adaptation of the noise covariance and to solve the problem of filtering 
divergence caused by computer rounding errors. 

The significance of the computational cost is crucial when BMS needs 
to monitor the SOC of the entire battery pack. To ensure optimal control, 
it is necessary to accurately estimate the SOC of each individual cell in 
the pack in real-time [12]. For example, the Tesla Model-S [13] pack 
consists of 7104 cells. Obviously, the determination of the SOC for in
dividual cell can lead to massive computational requirement. Authors in 
[12] proposed the SP-KF to estimate the SOC using the “pack-average” 
method. Although, the BMS computational cost is reduced significantly, 
the error in the pack-average estimation is replicated to all other cells. 
Another approach is to estimate SOC for the critical cells only, i.e. the 
most and least charged cells. The SOC values of these cells basically 
determine how the entire battery pack should be charged or discharged 
[14]. However, the detection process of these critical cells is challenging 
and prone to error. 

The main contribution of this paper is to propose SOC estimation 
method with low computational cost, thus it will be a good candidate for 
EV applications. Ideally, the best approach for the BMS in EV is to es
timate the SOC of as many cells of the battery pack as possible. The more 
individual SOCs are known, the overall accuracy of the pack SOC is 
improved. However, this condition imposes a critical constraint on the 
BMS processing power. Thus, there is an impetus to reduce the 
computational cost of the SOC algorithm, while retaining an acceptable 
accuracy level. Hence, this paper utilizes the adaptive control theory to 
propose an online adaptive observer for SOC estimation of Li-ion. In 
[15], the author suggested a nonlinear observer with guaranteed sta
bility based on Lyapunov theory. Despite the excellent performance for 
SOC estimation, the observer requires initial identification of the battery 
parameters prior to the SOC online estimation. This process has to be 
performed offline while the proposed observer combines the estimation 
of SOC and most of the battery parameters simultaneously. This type of 
observer has not been studied extensively for EV applications in litera
ture. To the best of the author’s knowledge, only the work in [16] 
applied the observer for battery parameters estimation under just one EV 
driving profile. The results are only presented for battery parameters 
without SOC result. While in [17] similar observer is presented for low 
excited currents only, thus there is a need for extended research of 
adaptive Lyapunov-based observer for EV application. 

The adaptive Lyapunov-based observer [16,18] has several advan
tages: First, the stability is proven by Lyapunov. This implies that the 
observer is able to adapt to the change in the battery voltage. Second, 
the computational requirements are low since the observer contains a 
few simple recursion equations without matrix inversion. Third, it 
achieves simultaneous estimation of SOC and most of battery parame
ters. This is in contrast with the methods (for example EKF) which 
require all battery parameters to be known prior to the estimation. It 
also avoids the need for an additional online parameters estimation 
technique (for example D-EKF and EKF-RLS). Despite the low computing 
requirement, the proposed method exhibits comparable accuracy to the 
EKF-RLS. The proposed observer is tested with three EV profiles and 
shows reduction in the computational cost by approximately 2.5 times 
compared to the RLS-EKF method, while attaining close accuracy to the 
latter. 

The paper is arranged as follows: In Section 2, the battery model is 
shown. The observer design is presented in Section 3, which contains the 

Lyapunov proof and systematic discretization of the observer which 
retains the Lyapunov properties. The experimental verification is shown 
in Section 4 and the algorithm validation under real driving profiles of 
EV is presented in Section 5. Finally, the computational cost evaluation 
of the proposed observer code shows the massive improvement in 
comparing with EKF-RLS code. 

2. Battery model 

The SOC is defined as the ratio of the residual capacity to the total 
capacity of a battery [19]. In order to estimate the SOC, a dynamic 
electrical model is used. The popular single RC network model for the 
Li-ion battery is selected in this work, as shown in Fig. 1. It is much less 
complex than the double RC type [20], but exhibits sufficient accuracy, 
as concluded by Lai et al. [21]. Moreover, this model was used by 
numerous researchers, for example [22–24]. The state space represen
tation of the model can be written as 

V̇p = −
1

RC
Vp +

1
C

Ib (1)  

Vb = Voc − Vp − RbIb (2) 

The battery current Ib is considered as the input of the model, while 
the battery voltage Vb is the output. The voltage across the RC network is 
the state. The model parameters are as follows: Voc: open circuit voltage, 
Rb: series resistance, R: dynamic resistance, C: dynamic capacitor. Thus, 
voltage over Rb represents the instantaneous voltage drop, while the RC 
network simulates the diffusion of lithium. Since SOC is associated with 
Voc, the observer aims to estimate Voc; once this parameter is known, the 
SOC can be obtained by utilizing SOC-Voc curve [25]. 

3. The proposed adaptive online observer 

Most SOC algorithms utilize two-stage processes: initially an offline 
identification of battery parameters is performed; then, an online 
observer is used to estimate the SOC [26]. This approach does not 
consider the changes in the parameters; thus, the ageing factor (battery 
degradation) is not taken into account. Another approach is to perform a 
simultaneous online estimation for parameters and SOC using two ob
servers [9]. Although this method is better, it needs to execute two 
separate procedures, namely the estimation of the model parameters 
and SOC concurrently. As a result, the computational requirement is 
much higher. 

In this work, an improved online SOC estimation is proposed; it 
combines the estimation of model parameters values and Voc (which is 
directly related to SOC) into a common equation. Thus, a single observer 
structure can be used to estimate the parameters and SOC simulta
neously. It is important to note that the only prior knowledge needed is 
the time constant (τ) of the RC network. It is shown that this observer 
significantly reduces the computation without compromising on 
accuracy. 

Fig. 1. The equivalent electrical model of a Li-ion battery.  
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3.1. The observer design 

The input/output relationship of model in Fig. 1 is obtained by 
substituting Vp from (2) into (1), i.e. 

Vb = − RCV̇b − RbRCİb − (R+Rb)Ib + Voc + RCV̇oc (3) 

In the original paper published in [17], the derivative of the open 
circuit voltage (V̇oc) is assumed to be negligibly small; thus, RCV̇oc is 
omitted. Although, this assumption is reasonable, its multiplication V̇oc 

with RC enlarges the value of the term; consequently, the omission af
fects the accuracy. In this work, the RCV̇oc is retained. Thus, Vb in (3) can 
be written as 

Vb = ΦT W − τV̇b (4)  

where W ∈ R3 is the model parameters vector, i.e. 

WT = [W1 W2 W3 ] = [τRb (R+Rb) (Voc + τV̇oc)] (5)  

and Ф ϵ R3 represents the regressor vector, i.e. 

ΦT = [ − İb − Ib 1] (6) 

The reference model of the system is proposed as 

V̂ b = ΦT Ŵ − τ ˙̂V b + λ e (7)  

and Ŵ ∈ R3 is defined as the estimated model parameters 

Ŵ
T
= [Ŵ 1 Ŵ 2 Ŵ 3 ] = [τR̂b (R̂b + R̂) (V̂ oc + τ ˙̂V oc)] (8) 

The constant λ is the observer gain which is strictly positive, while e 
represents the estimation error, i.e. the difference between the actual 
and estimated voltage: 

e = Vb − V̂ b (9) 

To make e converges to zero, i.e. asymptotic stability, the adaptation 
law is proposed as 

˙̂W = Γ.Φ.e (10)  

where Γ = [Γ1 0 0; 0 Γ2 0; 0 0 Γ3] are positive adaptive gains to be 
selected. 

3.1. The stability analysis 

A stable SOC estimation is crucial for BMS because the battery is 
vulnerable to sensor’s noise and occasional faulty readings. Such events 
can lead to estimation instability which eventually results in malfunc
tion of the BMS. The proposed observer is designed based on Lyapunov 
stability which guarantees that the estimation error converges to zero. 
The following Lyapunov function is selected to attest the observer 
stability 

V =
1
2
[
τe2 + W̃

T
Γ− 1W̃

]

where W̃ = W − Ŵ is the difference between actual and estimated 
parameters. The first derivative of V yields 

V̇ = τeė − W̃
T
Γ− 1 ˙̂W (11) 

Since the parameters in vector W are assumed to be slow time- 
varying [14], the following can be written 

˙̃W = −
˙̂W 

Substituting (10) in (11) yields 

V̇ = τeė − W̃
T
.Φ.e (12) 

Adding and subtracting e2 and substituting e from (9) yields 

V̇ = e[Vb − V̂ b + τė − e] − W̃
T
.Φ.e (13) 

Setting the reference model V̂b, as defined in (7), results in 

V̇ = e
[
Vb − ΦT Ŵ + τ ˙̂V b − λ e+ τė − e

]
− W̃

T
.Φ.e (14) 

Substituting Vb from (3) and ΦT Ŵ from (6) and (8) yields   

Further manipulation yields 

V̇ = e[ − W̃1 İb − W̃2Ib + W̃3 − λ e − e] − W̃
T
.Φ.e

V̇ = e
[
ΦT .W̃ − λ e − e

]
− W̃

T
.Φ.e  

which can be simplified to 

V̇ = − e2[ λ+ 1] (16)  

which yields V̇ < 0∀e ∕= 0 Thus, e = 0is a globally asymptotically stable 
equilibrium point and the observer is asymptotically stable in the sense 
of Lyapunov. 

It is important to realize that in addition to Lyapunov stability 
criteria, the persistence excitation (PE) condition must also be met [27]. 
This is to ensure proper excitation of battery model takes place, thus 
allowing the observer convergence to the correct value of the parame
ters. The PE is achieved if the input current contains a number of fre
quency components [28]. Fortunately for EV, the driving profiles (as 
presented later) suffice to meet the requirements of PE . 

3.2. Observer discretization 

For digital implementation, the continuous equations of the 
observer, i.e. (6) and (10) must be transformed into their discrete form. 
The discretized version reduces the computational cost because the 
codes can be customized without relying on the non-optimized C-codes 
generated by Simulink. Since the discretization need to maintain the 
Lyapunov stability criteria, the discrete form of (6) and (10) should have 
similar structure to continuous version. First, (7) is re-written as follows 

V̂ b = − τR̂bİb − ( R̂b + R̂)Ib + V̂ oc + τ ˙̂V oc − τ ˙̂V b + λe (17) 

Using difference equation, the discrete form of (17) can be written as 

V̂ b(k) = − τR̂b(Ib(k) − Ib(k − 1))/ Ts − − ( R̂b + R̂)Ib(k) + V̂ oc(k)

+ τ(V̂ oc(k) − V̂ oc(k − 1))/ Ts − τ(V̂ b(k) − V̂ b(k − 1))/ Ts

+ λe(k − 1) (18) 

Note that, e(k − 1) is written instead of e(k) since e(k) = Vb(k) −
V̂b(k) is computed after finding V̂b(k). However, this modification can 

be accepted as the algorithm drops one sample of e(k). This action does 
not affect the stability of the system since the dynamic of battery can be 

V̇ = e[ − τV̇b − τRbİb − (R+Rb)Ib +Voc + τV̇oc + τR̂bİb +( R̂b + R̂)Ib − V̂ oc − τ ˙̂V oc + τ ˙̂V b − λ e+ τė − e] − W̃
T
.Φ.e (15)   
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considered as slow in comparison to other fuctions of the EV, for 
example speed control in the car. In the same way the estimated pa
rameters can be written as 

V̂ b(k) = − Ŵ 1(k − 1)(Ib(k) − Ib(k − 1))/ Ts − Ŵ 2(k − 1)Ib(k) + Ŵ 3(k − 1)

− τ(V̂ b(k) − V̂ b(k − 1))/ Ts + λe(k − 1)
(19) 

V̂b(k) is moved to the left side of the equation, i.e.   

Thus, the estimation error in discrete form can be written as 

e(k) = Vb(k) − V̂ b(k) (21) 

The parameters adaption law (10) can also be discretized as follows 

Ŵ (k) = Ŵ (k − 1) + Γ.Φ̂ (k).e(k). Ts (22)  

where Φ̂ (k) the regressor in discrete which can be derived from the 

continuous regressor in (6). 

Φ̂ T(k) =
[
− (I(k) − I(k − 1))

Ts
− I(k) 1

]

(23) 

Hence, the present value of Ŵ will be substituted in (20) to calculate 
the next sample of V̂b. Meanwhile, the battery parameters are extracted 
from the Eq. (8), i.e. 

R̂b =
Ŵ 1

τ (24)  

R̂ = Ŵ 2 − R̂b (25)  

Ĉ =
τ
R̂

(26)  

V̂ oc(k) =
Ts

τ + Ts
Ŵ 3 +

τ
τ + Ts

V̂ oc(k − 1) (27) 

The most important patameters is V̂oc(k); once known, the SOC can 
be readily calculated using the relationship provided by the SOC versus 
Voc curve of a specific battery [25]. The flowchart of the proposed al
gorithm is shown in Fig. 2. 

Fig. 2. . Flowchart of the proposed SOC algorithm.  

Fig. 3. The Experimental Test-Rig: (a) The Photograph of the Experimental 
Test-Rig. (b) The Block Diagram of Experiment. 

Fig. 4. SOC – Voc relationship.  

V̂ b(k) =
1

τ + Ts
[τ V̂ b(k − 1) − (Ŵ 1(k − 1)+ Ts Ŵ 2(k − 1))Ib(k)+ Ŵ 1(k − 1)Ib(k − 1)+Ts Ŵ 3(k − 1)+ Tsλe(k − 1)] (20)   
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4. Experimental verification 

4.1. Test-rig set-up 

The proposed online SOC method’s effectiveness is validated using a 
3 Ah Panasonic Li-ion battery (model NCR18650B). This battery is 
known as NMC since its positive electrode is made of nickel manganese 
cobalt oxide, while the negative electrode is graphite. An experimental 
test-rig is built, as shown in Fig. 3(a); it is based on the block diagram of 
Fig. 3(b). To evaluate the battery performance for EV, the dynamic stress 
test (DST) profile is used. The DST is a simplified version of the federal 
urban driving schedule (FUDS); since the charging and discharging 
profile of DST is much simpler than FUDS, the former can be imple
mented using the standard test equipment available at most laboratories 
[29]. The battery current is measured by a Hall effect sensor, while the 
voltage (less than 5 V) is measured directly (without a sensor). The 
DS1104 dSPACE controller is used to close the first relay (Fig. 3(b) and 
to open the second one in charging mode while it does the opposite for 
discharging, in accordance to the DST profile. Meanwhile, the controller 
also acts as a data acquisition interface unit—sending voltage and cur
rent signals to MATLAB, where the observer algorithm is implemented. 

The SOC versus Voc curve is determined using the incremental 
method [25]. Starting from a fully charged state (100% SOC), the bat
tery is discharged at 0.5 C (1.5 A) for six minutes. Then it is left to relax 
for 54 min. At this point, the Voc is measured; the recorded value is 
equivalent to 95% SOC. This process is repeated until the battery is fully 
discharged (0% SOC). The same procedure is carried out for the charging 
curve to charge the battery back to 100% SOC. Fig. 4 shows the dis
charging/charging curves. Since the charging curve is higher than the 
discharging, a hysteresis is noticed in the profile. However, since the 

hysteresis is very narrow (particularly beyond 20% SOC), it is neglected 
by considering the effective total curve which is calculated based on the 
84:16 ratio of the DST profile. This ratio is derived from the amount of 
time allocated for discharging and charging, respectively. This makes 
sense, because in the real EV driving, the duration for charging is much 
lower. It is mostly obtained by regenerative braking. 

The adaptive gain (Γ) and the observer gain (λ) are determined based 
on heuristic approach, and the selected values are shown in Table 1. 
There is tradeoff between convergence time and accuracy; large values 
of these parameters result in fast convergence. However, the accuracy is 
reduced because the effect of noise is amplified. It is important to note 
that when SOC goes below 20%, λ is set to higher value since the battery 
voltage and SOC have rapid changes at this range. To filter the noise in 
current and voltage signals, a low pass filter is added. The sampling time 
is set to 0.1 s. 

4.2. Parameters estimation results 

The DST consists of seven levels of discharging/charging DC current. 
The profile (and the enlarged inset) is shown in Fig. 5(a). The total 

Table 1 
The Adaptive gain (Γ) and observer gain (λ) for DST profile.  

Condition of SOC Γ1 Γ2 Γ3 λ 
Above 20% 4 2.5 3 100 
Below 20% 4 2.5 3 200  

Fig. 5. (a) The current waveform of the DST (with inset) (b) actual and esti
mated voltage (c) voltage error. 

Table 1a 
Identified values of model and battery parameters using PSO.   

Model Parameters Battery Parameters 

SOC (%) W1 W2 Rb (ohm) R (ohm) C (Farad) 

90 1.489 0.120 0.0856 0.0348 500.0 
80 0.946 0.107 0.0801 0.0264 447.2 
70 1.890 0.126 0.0772 0.0490 499.6 
60 0.637 0.098 0.0774 0.0201 409.8 
50 1.987 0.130 0.0700 0.0600 473.1 
40 1.761 0.123 0.0730 0.0497 485.4 
30 1.654 0.124 0.0771 0.0468 458.5 
20 2.246 0.135 0.0753 0.0600 497.2 
10 5.136 0.208 0.0879 0.1200 486.9 
5 6.671 0.231 0.1112 0.1200 499.9  

Fig. 6. Estimation of the model parameters of battery under DST profile (a) W1; 
(b) W2; (c) W3. 
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duration for the driving cycle is 360 s. In the experiment, the profile is 
implemented for 328 min; this entire duration caused the SOC to drop 
from 95 to 5%. The observer estimates the battery voltage (V̂b) to track 
the actual battery voltage (Vb). The estimation is based on Eq. (20). The 
profiles of V̂b and Vb under DST are shown in Fig. 5(b), while the error 
between the two profiles is shown in Fig. 5(c). It is seen that the observer 
estimates the voltage accurately. Since a steep transition characterizes 
DST’s DC current steps, the error profile exhibits transitional spikes, as 
shown by the inset of Fig. 5(c). Meanwhile, the observer also updates the 
estimated model parameters Ŵ based on (22). These values are 
substituted in (20) to calculate the next sample of V̂b. Consequently, as 
V̂b is converging towards Vb, the estimated parameters Ŵ is also 
converging to W. 

To validate the estimation results of the model parameters by the 
observer, reference values of the tested battery are required. The particle 
swarm optimization (PSO) is utilized to find the model parameters W1,

W2, then the reference values of the battery parameters i.e., Rb, R and C 
are computed by substituting in Eqs. (24)–(26). The reference value of 
Voc (and hence W3) is computed from the SOC versus Voc curve Fig. 4. 
The objective (or cost) function for the PSO is the root square mean error 
(RMSE) between the actual battery voltage (Vb ) and the output voltage 
by the model (V̂b). The optimization process is carried out ten times (by 
increment of 10% SOC for each step). The identified parameters are 
shown in Table 1a. 

The observer is able to estimate all model parameters (W1 − W3) 
without prior knowledge except the value of τ that is assigned to the 
observer prior to estimation. The observer achieves good estimation for 
model parameters as shown in Fig. 6 particularly for reference values 
corresponding to 90% to 20% SOC. 

Using the previous estimated model parameters, the estimated bat

tery parameters are calculated from (24) to (27). The results are shown 
in Fig. 7. To evaluate the performance of the proposed estimation 
method, it is benchmarked with the SOC technique, namely the EKF with 
recursive least square (EKF-RLS). The latter is re-implemented according 
to the procedures outlined in [30]. The advantage of the proposed 
adaptive observer is the simultaneous estimation of battery parameters, 
i.e., Fig. 7(a)–(c) and V̂oc, i.e., Fig. 7(d). The result demonstrates the 
capability of the observer to track the changing values of V̂oc which 
decreases as the battery discharges. Finally, the values of V̂oc are 
translated to SOC using Fig. 4. On the other hand, the EKF-RLS is a 
two-step process. Initially, it predicts the next values of the system 
states. Then, it corrects the prediction using the measurements of the 
system’s input and output signals. Unfortunately, these two steps 
involve extensive matrices multiplications, which consume a large 
portion of the BMS computational processing capacity [2]. Morover, 
EKF requires the values of battery parameters which are estimated by 
RLS as shown in Fig. 7 (a–c). The results from the RLS estimations are fed 
to EKF; only then the SOC can be estimated. 

It is important to know that parameters convergence relationship is 
only in close approximation because the real judgement of the algorithm 
is based on the final SOC estimation where the actual SOC can be 
calculated accurately, then it can be used to evaluate the estimated SOC 
by both methods. 

Fig. 7. Estimation of the battery parameters under DST profile (a) Rb; (b) R; (c) C; (d) Voc.  

Fig. 8. The SOC estimation for DST driving profile (a) the SOC (b) the SOC error profiles.  

Table 2 
The errors of the SOC estimation under DST.  

Method MAE% RMSE% Convergence Time (min) 
Adaptive Observer 0.928 1.121 4.84 
EKF-RLS 0.967 1.225 1.06  
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4.3. SOC estimation results 

The estimated SOC values (of the DST profile) for the proposed 
observer and EKF-RLS are shown in Fig. 8(a). The reference SOC is 
determined by the calibrated coulomb counting approach [31]. The 
correctness of the reference SOC is ensured, since the actual capacity of 
the battery and the initial SOC values are known parameters. The SOC 
error profiles for both methods are shown in Fig. 8(b). The convergence 
time, which defined as the duration for the estimated value to stabilize 
within the 5% error bound, is used to assess the convergence ability. 
Furthermore, to quantify the accuracy, the mean absolute error (MAE) 

and the root mean square error (RMSE) are utilized. The performance of 
both estimators are summarized in Table 2. The proposed observer ex
hibits accuracies which are comparable to the EKF-RLS. This is noticed 
by the relatively similar MAE and RMSE values. The comparatively 
longer convergence time by the proposed observer is expected because 
both the battery model parameters and SOC must be estimated online 
simultaneously. The main advantage of proposed observer over EKF-RLS 
is in the computational cost; this is discussed in the last section. More
over, the fulfilment of the Lyapunov stability criteria guarantees (in 
theory) the system stability. On the other hand, the system stability 
using EKF_RLS is not proven theoretically [9]. 

5. Algorithm validation under real driving profiles 

The adaptive observer is further tested using EV’s real driving pro
files: the supplemental federal test procedure which is known as US06 
and FUDS schedules. The former is designed to simulate the highway 
driving, while the latter is for urban driving [29]. The tests are used to 
examine the battery performance by emulating the real patterns for EV 
driving, including discharging current during driving and charging 
current during braking. To implement the US06 and FUDS profiles on a 
battery, a special battery tester is required. Since this equipment is not 
available in our laboratory, the experimental data produced by the 
center for Advanced Life Cycle Engineering (CALEC), Universiy of 
Maryland, is utilized [32,33]. The CALEC data is acquired after imple
menting FUDS and US06 profiles on the 18650 Li-ion battery (rated at 2 
Ah with NMC cathode material). 

The US06 discharging and charging current profile is shown in Fig. 9 
(a); the inset also shows the enlarged waveform. It consists of 17 cycles; 
each cycle is 600 s. Hence, the duration of the test is 170 min. On the 
other hand, the FUDS is applied continuously for eight cycles, where 
each cycle is 1372 s (total duration is 182 min), as shown in Fig. 11(a). 
By convention, the charging current is arbitrarily considered as a minus. 
It is noticed that FUDS exhibits higher charging current than US06 
because the regenerative braking (which charges the battery) is more 

Fig. 9. (a) The current waveform of the US06 driving profile (with inset) (b) 
actual and estimated voltage (c) voltage error. 

Table 3 
The adaptive gain (Γ) and observer gain (λ) for the US06 and FUDS driving 
profiles.  

Condition Γ1 Γ2 Γ3 λ 
SOC above 20% 10 0.5 5 60 
SOC below 20% 10 0.5 50 200  

Fig. 10. The battery parameters and SOC estimation for US06 driving profile (a) Rb; (b) R; (c) C; (d) SOC; (e) SOC error.  

Table 4 
The SOC estimation under US06 and FUDS driving profiles.  

Profile Method MAE% RMSE% Convergence time (min) 

US06 Adaptive observer 1.161 1.545 3.28 
EKF-RLS 1.45 1.789 12.6 

FUDS Adaptive observer 1.189 1.597 5.59 
EKF-RLS 2.059 2.266 0.47  
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prominent in urban driving. To simulate the practical working in EV, 
white noise is added to the voltage and current signals. The incorpora
tion of this disturbance is needed because the data from CALEC is noise- 
free. The selected values of adaptive gain Γ and the observer gain λ are 
shown in Table 3 where the same gains are used to US06 and FUDS. The 
structure of the observer inherently adapts to the changes in the driving 
profile, without the need to change λ or Γ. When the SOC drops to below 
20%, it is important to increase the Γ and λ as battery voltage and bat
tery parameters change much more rapidly. 

The profiles of the estimated (V̂b) and actual (Vb) battery voltages for 
US06 are shown in Fig. 9(b), while the corresponding voltage errors are 
shown in Fig. 9(c). It is seen that the error is within ±10 mV, which 
indicates the good performance of the proposed observer. 

The performance of the proposed observer and EKF-RLS for the US06 
driving schedule are depicted in Fig. 10. The estimated battery param
eters are shown in Fig. 10(a)–(c). The reference values of battery pa
rameters are identified as fixed values by CALCE [33]. It is obvious that 
the estimated parameters by RLS exhibit overshoots thus, require more 
time to converge. On the contrary, the proposed adaptive observer 
shows improved performance; it requires shorter time for convergence. 

The estimated SOC and error profiles for both methods are shown in 
Fig. 10(d) and (e), respectively. As can be observed, the proposed 
observer shows better tracking for SOC and faster convergence time. The 
MAE and RMSE values are summarized in Table 4. The longer conver
gence time for EKF-RLS can be explained by the fact that the RLS takes 
longer time to estimate battery parameters for US06 profile. 

The performance of the observer for FUDS profile is shown in Fig. 11. 
The main difference between US60 and FUDS is the high dynamic step 
change in current for the latter. As can be seen in Fig. 11(b), the esti
mated battery voltage (V̂b) is tracking the actual voltage (Vb) well; the 
error is within ±10 mV as shown in Fig. 11(c). The estimated battery 
parameters are shown in Fig. 12(a)–(c). The SOC estimations by the 
proposed observer and EKF-RLS are depicted in Fig. 12 (d) and the SOC 
error for the both methods is shown in Fig. 12(e). The spikes exhibited 
by the proposed observer are due to the large current transition in FUDS 
profile (i.e. from -1.5 A charging to 4 A discharging). Thus, the observer 
requires time to converge to actual SOC. 

The overall performance of both methods are summarized in Table 4. 
The estimated parameters by RLS have less accuracy than adaptive 
observer, particularly for the values of R (Fig. 12(a)–(c). These param
eters result in less SOC accuracy by EKF-RLS comparing with adaptive 
observer (Table 4). On the other hand, the estimated parameters by 
adaptive observer are experiencing overshoots which result in longer 
convergence time for SOC comparing with EKF-RLS. 

It is important to note that RLS-EKF is chosen as benchmark to 

Fig. 11. (a) The current waveform of the FUDS driving profile (with inset) (b) 
actual and estimated voltage (c) voltage error. 

Fig. 12. The battery parameters and SOC estimation for FUDS driving profile (a) Rb; (b) R; (c) C; (d) SOC; (e) SOC error.  

Fig. 13. Comparison of execution time (μs/sample) for the proposed adaptive 
observer and the EKF-RLS algorithm. 
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evaluate the trade-off between accuracy and computational cost. KF- 
based methods are the most commonly reported in the literatures 
which exist in many forms depending on the application. The advanced 
one like SP-KE can offer higher accuracy than EKF but with higher 
computational cost. Since this work focuses on reduction of computa
tional cost, the benchmark with RLS-EKF is comparable as the proposed 
method achieves similar accuracy with effective reduction of computa
tional time. 

6. Computational cost evaluation 

The main advantage of the proposed adaptive observer over EKF-RLS 
is the execution time of the algorithm. As stated earlier, the EKF consists 
of two main steps; each requires three sub-steps. For every step, many 
matrix multiplications are involved. Moreover, the RLS adds additional 
computational cost. On the other hand, the proposed method contains 
three simple recursive equations, i.e. (20), (22) and (27). Far less matrix 
multiplication is needed, and no matrix inversion is involved. 

To quantify the computational execution time, both codes are run on 
PC (3.4 GHz CPU) with MATLAB 2015b. To determine the execution 
time per sample, each run’s time is divided by the number of samples. 
The results are summarized in Fig. 13. As can be seen, the proposed 
observer is faster than EKF-RLS by approximately 2.5 times. 

Moreover, the number of mathematical operations (i.e. addition, 
multiplication and division) are compared as shown in Table 5. The 
results clearly show the reduced number of operations needed for the 
adaptive observer. The main idea is to know which method has less 
computational requirements when applied on BMS. The shown results 
are considered as a guide for BMS designer. A powerful BMS can be 
chosen to estimate SOC for more cells in battery pack or alternatively, a 
cheaper BMS to estimate for few cells. However, in all cases and based 
on the computational cost evaluation, the adaptive Lyapunov-based 
observer offers less computational cost than RLS-EKF which gives BMS 
designer more options to do the trade-off between accuracy and cost of 
BMS. The computational cost reduction is very significant when 
considering large battery pack with massive number of cells. The low 
execution time reduces the heavy computation burden placed on the 
BMS processor. 

6. Conclusion 

The Lyapunov based adaptive observer is proposed in this paper. It is 
able to estimate SOC and most of the battery parameters concurrently 
with low computational requirements. In addition to guaranteed sta
bility, the observer has simple structure—with only a few recursive 
equations. The experimental test on a 3 Ah battery using dynamic stress 
test (DST) proves the proposed observer’s efficiency by achieving 
0.928% mean absolute error. Moreover, it is tested using real EV driving 
profile (i.e. US06 and FUDS) and compared with EKF-RLS. The advan
tage of the proposed method is confirmed by reducing the computa
tional cost by approximately 2.5 times compared to EKF-RLS, while 
attaining close accuracy. The overall excellent performance is envisaged 
to motivate the BMS designers to select the proposed observer as the 
SOC algorithm for the battery pack. 
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