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ABSTRACT

Testers have popularly used regression testing in detecting errors encountered 

after changes were made. Numerous techniques were introduced in maximizing 

average percentage fault detection (APFD). Based on recent studies, test case 

prioritization (TCP) technique can give the highest APFD score. However, each 

approach used in TCP has limitations such as high execution cost and lack of 

information. Approaches that can cover more than one variable of test suite remained 

unseen. Thus, there is a need for a hybrid TCP technique to be developed to search for 

the best test plan that gives a good APFD score while having a good coverage of test 

cases relevant to the cost execution. Ordering the test cases based on the string 

similarity is one of the conventional approaches used by researchers. With the usage 

of string similarity, the study can gain more information regarding the test suite. This 

study aims to maximize the high rate of fault detection while reducing cost by 

decreasing the number of test cases. In this research, two TCP techniques which are 

string similarity-based and search-based were hybridized to form a new hybrid TCP 

technique and applied with Test Case Selection using weight-based to consider more 

variables during regression. The whole process begins by calculating string similarity 

for TCP with an enhanced Jaro-Winkler, then prioritizing test cases using a search- 

based approach with a genetic algorithm based on fault revealing. Each process 

generates a test plan, and those test plans will be merged and selected to form a new 

test plan. The selection process is structured using a weight-based approach. The 

experimental result showed that the final test plan produced second highest APFD with 

89.60%, covers 74.10% of test case coverage and 82% of APFD, covering 77.55% of 

test case coverage in Siemens dataset and Smart Wheelchair System (SWS) case study. 

In conclusion, the proposed technique has benefited all approaches applied by getting 

a good APFD and coverage score. Thus, the proposed technique has proven to be cost- 

effective, as the APFD and coverage score are significant as the size of test suite 

decreases.
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ABSTRAK

Kebanyakan penguji telah menggunakan ujian regresi dalam mengesan 

kesilapan yang berlaku setelah perubahan dilakukan. Pelbagai teknik telah 

diperkenalkan dalam memaksimumkan pengesanan kesalahan peratusan purata 

(APFD). Berdasarkan kajian baru-baru ini, teknik mengutamakan kes ujian (TCP) 

dapat memberikan skor APFD tertinggi. Namun, setiap pendekatan yang digunakan 

dalam TCP mempunyai pembatasan seperti kos pelaksanaan yang tinggi dan 

kekurangan informasi. Pendekatan yang boleh merangkumi lebih daripada satu 

pemboleh ubah set ujian hingga kini tidak dapat dikenalpasti. Oleh itu, ada keperluan 

untuk teknik hibrid diperkenalkan untuk mencari rancangan ujian terbaik yang 

memberikan skor APFD yang baik disamping mempunyai liputan kes ujian yang baik 

yang berkaitan dengan kos pelaksanaan. Menyusun kes ujian berdasarkan kesamaan 

rentetan adalah salah satu pendekatan konvensional yang digunakan oleh penyelidik. 

Dengan pengunaan kesamaan rentetan, kajian ini dapat memperoleh lebih banyak 

maklumat daripada set ujian. Tujuan kajian ini adalah untuk memaksimumkan kadar 

pengesanan kesalahan yang tinggi sekaligus mengurangkan kos dengan 

mengurangkan jumlah kes ujian. Dalam penyelidikan ini, dua teknik TCP iaitu 

pendekatan kesamaan rentetan dan pendekatan pencarian telah dihibridisasikan untuk 

membentuk teknik TCP hibrid baharu dan dilaksanakan bagi teknik Memilih Kes 

Ujian dengan pendekatan keberatan untuk mempertimbangkan lebih banyak pemboleh 

ubah semasa regresi. Seluruh proses dimulakan dengan mengira kesamaan rentetan 

untuk TCP dengan menggunakan algorithma Jaro-Winkler yang ditambahbaik, diikuti 

dengan, memberi keutamaan set ujian dengan menggunakan pendekatan berdasarkan 

carian algoritma genetik dalam mengenalpasti ralat. Setiap proses menghasilkan 

rancangan ujian dan rancangan ujian tersebut akan digabungkan dan dipilih untuk 

membentuk rancangan ujian baru. Proses pemilihan set ujian telah disusun 

menggunakan pendekatan keberatan. Hasil eksperimen menunjukkan bahawa 

rancangan ujian akhir menghasilkan APFD kedua tertinggi dengan 89.60%, 

merangkumi 74.10% liputan kes ujian dalam set data Siemens dan 82% APFD, 

merangkumi 77.55% liputan kes ujian bagi kajian kes Smart Wheelchair System 

(SWS). Kesimpulannya, teknik yang dicadangkan telah menguntungkan semua
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pendekatan yang diterapkan dengan mendapatkan APFD dan skor liputan yang baik. 

Malah, teknik yang dicadangkan juga telah terbukti menjimatkan kos, kerana skor 

APFD dan liputan adalah signifikan bila keluasan set ujian menurun.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Nowadays, every company needs software to assist in their daily works. 

Software may assist in managing staff, machinery, stock exchange and many more. As 

the era of software emerges, software testing technology may also have expanded. It 

is acknowledged that there is a difference in software testing between academic theory 

and industry work (Rafi et al., 2012). The application of software testing in industry is 

important because software testing still plays a major role which determines the 

success of a software.

Software testing is described as an imperative analysis technique aimed to 

provide stakeholders with information about the quality of a product or service being 

evaluated. In a software development lifecycle, software development is a critical 

process, dedicated to ensuring the program meets the quality level, specifications and 

customer needs. Expansion of the technology has introduced new methods of research, 

methodologies that bring more obstacles, difficulties, and weaknesses.

As both size and complexity of software systems increase, quality becomes 

difficult to produce and fragile. Such increasingly complex systems increase the 

complexity of existing research problems and generate new problems (Tilley and 

Floss, 2014). Developers are aware of the frustration arising from software bugs and 

they are determined to solve the issue as one of their responsibilities is to enhance 

software quality.

Donald Firesmith of the University Software Engineering Institute (SEI) 

specifically has defined a number of recurrent issues in software creation related to 

software testing (Firesmith, 2013). There are two types of test problems based on his
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results, which are general test problems and test type-specific problems. Overall 

testing concerns were further divided into eight sub-categories: research preparation 

and scheduling concerns, participation of stakeholders and interaction issues, 

management related testing issues, testing organizational and integrity issues, testing 

process issues, testing methods and environmental issues, testing communication 

issues, and testing related testing issues. However, problems that occur during the 

implementation phase will be dealt with during regression testing. In addition, a 

number of techniques are normally applied in regression testing and the most highly 

anticipated technique is test case prioritization (TCP) due to its fault detection rate.

Other techniques worth mentioning are test case selection (TCS) and test suite 

minimization (TSM). These techniques, including TCP, are involved not only 

regression testing but also other testing as well. It is proven that these techniques solve 

not only regression issues but other software testing issues as well. Nevertheless, it is 

believed that merging two similar techniques can produce an optimized technique 

which leads to the introduction of hybrids. Hybrid technique has high probability of 

delivering better result.

1.2 Background

Regression testing is a validation method. It is a testing method that is run to 

ensure the modification made does not affect the existing module of a product. It is 

widely used by the industries before publishing their applications and incorporates four 

techniques, which are Retest-All, Test Case Selection (TCS), Test Suite Minimization 

(TSM) and Test Case Prioritization (TCP). Retest-All is the simplest technique where 

all test cases will be executed without any filtering or ordering. However, it is not 

practical for a large-scale system due to its large number of test cases, thus, high cost 

and high time consumption.

Test Suite Minimization (TSM) is a method that removes redundant test cases 

that do not added tangible value in the mean of test coverage (Akour and Abuwardih,

2018). Its goal is to achieve a representative collection of test suites with at least no
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test cases that cover all the functionalities and the system's consistency. One of the 

major challenges of the software testers is the vast number of test cases that are 

required for generation and execution. This results in a nearly 50% increase in the cost 

of software development (Akour and Abuwardih, 2018). It is therefore important that 

the test cases are reduced so that pain handling by the testers is reduced.

Test case selection (TCS) is a process which re-runs the most relevant test cases 

with regard to system modifications or updates (Elbaum et al., 2003). TCS aims to 

classify test cases that are important for the most recent software updates 

(Khatibsyarbini et al., 2018). Finally, giving priority to the identification of the "ideal" 

series of test cases will optimize desirable properties, such as early detection of defects 

(Yunja, 2015).

The regression testing techniques are proven to be efficient in their own way, 

but every technique has its own limitation. Researchers have implemented many 

different approaches to help the selection process of regression testing such as genetic 

algorithms and machine learning, etc. The simple, modular, derivative free structure 

of these algorithms and their ability to escape the local optimum are gaining more 

popularity than conventional optimization methods (Gupta and Gupta, 2017). There 

is, however, an analysis that only modified test cases with slow execution time, low 

inclusion, are revealed by the algorithm (Mansour et al., 2001). Another researcher 

then proposed a new strategy by using neural network (NN). NN were applied in their 

study to select test cases that may expose new faults. In experimenting with the 

algorithm for clonal filtering, Lie et al. (2011) found that it may improve search 

efficiency by preventing local optimum problems and premature convergence. 

Although their results indicate that the proposed method has very high effectiveness, 

the time consumption in preparing the model is not practical for application to a real 

testing environment. Furthermore, determining the correctness of the model’s output 

for each test input can be costly (Byun et al., 2019).

Harman (2011) believes that multi-objective optimization is sufficient to 

achieve all the aims in the regression testing. Regression Test Optimization (RTO) is 

a single objective approach that is computed and formulated to solve the selection
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problem (Harman, 2011). The method is therefore not realistic, as experiments 

typically have several different goals, such as high fault detection rate, productivity, 

and low costs. There are also limitations, such as the different types of dependency 

between test cases, which have to be taken into account in the entire RTO cycle 

(Harman, 2011). The plan is to come up with a method that could fulfil multiple 

objectives, which in this case are cost and effectiveness. It is true that testing is the 

longest and most expensive process in the life cycle of software development. 

However, there is a way to achieve both objectives by squeezing two or more certified 

techniques. Pang’s work suggested a methodology of test case classification focused 

on the k-mean technique of clustering (Pang et al., 2013). Their findings show that the 

technology is cheaper with a decrease in the number of test cases performed. However, 

the overall performance of their analysis is less persuasive because during the process, 

accuracy cannot exceed at least 50%. This indicates there are some gaps in the research 

to develop in order not just to reduce cost consumption but also to create an effective 

process. Elbaum’s work claimed that the central importance of TCP is at the rate of 

error detection (Elbaum et al., 2002). Prioritization methods have greatly increased the 

rate of failure detection in their studies. Nonetheless, the TCP technique is faced with 

cost problems as the testers must carry out all test cases according to the order.

Size and time would not be applied on small to medium scale system due to 

their number of test cases, but many have forgotten that most medical-related systems 

are enormous. Noguchi and Washizaki work with 17000 test cases for their medical 

system. Their result shows promise, which is to be expected since they applied TCP, 

excellent fault detection, but high time is consumed due to number of test cases 

executed (Noguchi and Washizaki, n.d.). To form an effective technique, one 

technique must be flexible and able to be applied to all scale systems. In terms of cost- 

effectiveness, TCP is beneficial since the technique reorders test cases such that those 

are more important are run earlier in the testing process. Do and Mirarab claim that 

even though the TCP took a long time to finish, it is beneficial since the benefits gained 

from early fault detection are high enough to compensate for the cost and time incurred 

(Do and Mirarab, 2010). However, as time passes by, new requirements will exist in a 

system which leads to the increase of test suite size and with the current economic 

trend, high fault detection rate can never cope with the high execution cost.
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Applying single technique or single approach on regression testing is a 

traditional way of doing regression. Applying hybrid method is much more 

conventional due to its strength which is multi objective. With hybrid approach, 

regression can consider more variables to achieve such as cost, time, effectiveness and 

more. In recent studies, there are two types of integration in hybridization strategy 

applied by researchers in their works, which are hybridization and Continuous 

Integration (CI). Hybridization is an integration where same technique or different 

algorithms in a same technique execute together to produce a hybridize solution, while 

CI is a process that executes technique or algorithm in sequence. CI is quite common 

among researchers as the strategy is less difficult to apply compared to hybridization. 

Nevertheless, CI are proven to be effective as proven in the work of (Ali et al., 2019; 

Bach et al., 2017) and for hybridization, this is the evidence to confirm the 

effectiveness of the strategy (Agrawal and Kaur, 2018; Pandey et al., 2018; Souza et 

al., 2015).

TCS with clustering method reduces cost consumption while TCP with 

prioritization technique is an example of hybrid technique which has high rate of fault 

detection. A collaboration between the techniques could bring a better impact to the 

community. Malhotra, Kaur & Singh (2010) and Suri & Singal (2011) were among the 

first few researchers who implemented more than one technique in their case study. 

Malhotra et al. were able to increase confidence in the correctness of the modified 

program (Malhotra et al., 2010). Meanwhile, Suri et al. managed to reduce the 

execution time and were also able to discover the faults earlier than before (Suri and 

Singhal, 2011). Thus, it is proven that a hybrid technique has high tendency to give a 

better result during a regression testing.

Arun Prakash from University of Uttar tested a hybrid algorithm method by 

hybridizing Levy flight and Whale Optimization Algorithm (WOA). The authors 

proposed hybrid approach by utilizing Levy flight random walk for search agent 

position update and chaotic map to avoid premature convergence of the whale 

optimization algorithm. In terms of results, a significant difference in fault detection 

ability and significant reduction cost in time and efforts without significantly 

decreasing the fault coverage ability is shown (Agrawal et al., 2020).
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Daniel Di Nardo from University of Luxembourg and his researchers have tried 

working the regression testing by using TCS and TSM. The work proves that the 

regression testing can be hybrid depending on the requirement of researchers or testers. 

Their study also claims that the method has reduced the number of test cases but did 

not provide a significant improvement compared to the test case prioritization method 

(Nardo et al., 2015). Although the improvement was not significant, it manages to 

reduce the test cases which lead to cost reduction. Sampath et al. (2013) also argued 

that multiple criteria could increase the effectiveness of regression test techniques 

compared to those with a single criterion. The effectiveness of a regression testing can 

be measured by several variables. In their study, they measured average percentage 

fault detection (APFD) and based on their findings, the APFD increases as the number 

of criteria increase (Sampath et al., 2013). It is proven that hybrid approach can 

optimize the regression testing by reducing the test cases along with time execution 

and cost while maintaining fault detection capability.

The goal of TCP is to reschedule regression test cases so that certain test 

criterion (for example, improved fault detection rates) can be reached more rapidly 

(Alves et al., 2013). Thus, having a good, prioritized test suite, might come in handy 

since the testers will not be losing much of the testing potential due to resource 

limitation (e.g., time constraint and cost). According to the systematic literature review 

on TCP approaches, it can be concluded that each approach has specified potential 

values, advantages and limitations which means that all TCP approaches have their 

limitations. For example, a search-based approach tends to minimize coverage, so it 

can complete its path in a shorter period (Khatibsyarbini et al., 2018). The challenge 

illustrated by TCP approaches can be solved by considering executing a hybrid 

approach where it can cover a greater range of challenges.

TCP similarity-based is seen to be a potential approach to be hybridized 

considering its process does not require high power. Similarity rate between test cluster 

can minimize the time consumption for the testing process by reducing the number of 

iterations in the test case searching process (Gokilavani and Bharathi, 2021). This 

approach can be applied to eliminate cost and time constraint which justified the
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recommendation for researchers to apply this approach in their hybridization 

experiment.

Hybrid approach can also be inefficient due to the memory consumed while 

executing the process. The memory consumption and processing power has been 

observed and proven to be less efficient when memory consumption and processing 

time are considered (Banias, 2019). To create an efficient hybrid regression, these 

variables need to be checked and observed, so that these variables would not affect the 

results of the testing.

1.3 Research Questions

In an agile background, regression testing is to be carried out at the end of each 

sprint and release (Kandil et al., 2016). TCP and TCS in regression testing are 

struggling in solving their problems. First, TCP technique can produce high fault 

detection rate, but it requires longer time. Second, TCS technique can reduce time 

execution along with cost (due to decreased test suite size) but the scalability issues 

are against it. Thus, this study is required to develop a hybrid approach that combines 

TCP and TCS in producing an optimal result. The general research questions this 

research tries to answer are as follows:

“How can an optimal result be achieved by hybridizing prioritization with selection 

technique in regression testing? ”

How can string algorithm be enhanced and applied in finding the similarity between 

test cases?

How can the enhanced prioritization technique be integrated into selection technique? 

What is the process in applying the proposed technique?

How can the effectiveness of the proposed technique be evaluated?

7



1.4 Research Aim

The aim of this research to develop a regression testing hybrid technique that 

could achieve cost-effectiveness with high fault detection rate and relevant test cases. 

Furthermore, considering more than one variable as experiment measure has also 

motivated this research path.

1.5 Research Objectives

From the aim of the study and derived research questions, the main objectives 

for this research are:

(a) To enhance string algorithm to apply in string similarity-based TCP for use in

a hybridized technique in objective (b)

(b) To propose a hybrid TCP technique by hybridizing two prioritization test plans

and applying selection

To evaluate the implementation of the proposed technique on primary and secondary 

experiment with different techniques.

1.6 Scope of Study

In order to produce an optimized hybrid technique with requirement change, 

this research is focused on the following scope:

(a) The research focuses on small-scale medical equipment

JavaScript will be used for the development of the experimentation setup 

Hybrid strategy in regression will be studied together with TCP and TCS technique 

Three benchmark programs and a case study will be used to compare the findings of 

the hybrid prioritization technique with native technique.

8



1.7 Significant Contribution of Study

The study on a hybrid technique in regression testing is important in the context 

of software testing. Findings from this research will contribute to our understanding 

on how regression testing can be performed at a much-reduced cost with reduced test 

suite size. This study also gives benefits to the software tester community as they can 

apply the technique while knowing that the fault detection capability in regression 

testing has increased.

Furthermore, this study will also provide insights in the execution performance 

of each string algorithm which lead to the introduction of the enhanced string 

algorithm. The enhanced string algorithm will be evaluated with other algorithms 

using APFD metric. Next contribution is at the proposed hybridization method where 

two test plans created by TCP are merged and undergo TCS process. Overall process 

will be tested on primary and secondary experiment. Statistic test will also be executed 

to bring a statistical significance (referred to later in Chapter 5).

1.8 Thesis Structure and Organization

The thesis is outlined as follows:

Chapter 1 provides a brief overview of the research. It consists of introduction, 

challenges, research questions, objective, and scope of study. In this chapter, the 

proposed technique is also elaborated briefly in terms of its history, statistic and 

challenges.

Chapter 2 provides an outline of related works on the proposed technique. TCP, 

TCS and TSM are compared and studied in terms of strength and weaknesses. The 

hybrid technique is also reviewed with proof from existing studies. String algorithm, 

search algorithm and selection algorithm are discussed and elaborated in detail. The 

existing work for the algorithms is compared and tabulated.

9



Chapter 3 provides a summary on the research framework, also known as 

research methodologies. This chapter describes the flow of the research study from 

problem statement until result and discussion. This chapter also briefly introduces the 

primary experiment and secondary experiment, which will be further discussed in the 

next chapter.

Chapter 4 provides a detailed process of the proposed technique. The 

experiment setup is explained in detail, step by step, including the experiment design 

and interfaces. The chapter continues with elaborations on the application of 

similarity-based approach on TCP, followed by search-based approach on TCP and 

lastly, the hybridization process. There are also examples of applying the proposed 

technique by using the benchmark dataset. This chapter elaborates the process 

implementation of the proposed technique in every step.

Chapter 5 provides the result from the application of secondary and primary 

experiment. The initial result uses the same experiment that were prepared for primary 

experiment which allow readers to have more understanding when applying the 

proposed technique to a medium-scale dataset and small-scale dataset. The technique 

supports string similarity based on software traceability in calculating similarities 

between test cases. The result is compared with existing technique in terms of fault 

detection rate and test case coverage. This chapter also provides a statistical evaluation 

of the proposed work on case study. The author utilized Average Percentage of Faults 

Detected (APFD), and Kruskal Wallis to provide an empirical assessment of the 

findings of the experiment.

Chapter 6 provides the conclusion, contribution, limitations, and future works 

of this research.
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Abstract

In recent years, software testing has been expanding its horizon with new tools and 
techniques, becoming more efficient with time. However, it will take a long time for 
large scale system to get past the regression testing process. If there are requirement 
changes done within a system, a regression testing needs to be implemented in 
ensuring the system is free of error. Rerunning all existing test cases is a safe but costly 
option. Test case selection (TCS) is one of the ways to reduce cost as it only executes 
test cases that are related to the requirement changes. Since TCS has been widely used 
by researchers, this study will conduct a systematic mapping on TCS approaches. 
There are a total of 91 papers identified which come from conference, journals, 
symposiums and workshops. From the whole, there are 27 journal articles, 49 
conference papers, 5 workshop articles, and 10 symposium articles. In addition, 13 
regression test selection approaches were identified. As for the result, TCS is quite 
popular among research due to the increasing number of articles published. Besides 
that, approaches in TCS are improving over time, especially model-based and 
coverage-based, due to a large number of publications. We discovered that the 
approaches were widely used since the year 2012. The variations of approaches in TCS 
have also benefited the researchers in applying it to their case study. In conclusion, test 
case selection has already been discussed and applied to not only software testing but 
other testing as well. The variety of approaches have helped researchers in many ways 
in their research. In this study, the pros and cons in each approach were not discussed. 
Due to that, we will provide extensive research on the advantages and disadvantages 
of approaches through a systematic literature review in the coming days. We also 
believed a study on the method used in approaches is in order.

1. Introduction

Regression testing is a verification method where it is run only if there are new 

requirement changes. Regression testing is conducted to confirm that the new changes 

will not affect existing functionality. A variety of regression testing approaches were 

proposed, and three major branches of the most widely used techniques have been 

identified: test suite minimization (TSM), test case selection (TCS), and test case 

prioritization (TCP). Yoo and Harman [1] wrote a survey on the approaches of 

minimization, selection and prioritization for regression testing. They claimed that 

minimization and prioritization are not as safe as they were claimed since they were 

forced to surrogate metrics for real fault-detection capability while selection 

specifically focuses on modifications between two versions of system under test
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(SUT). The scope chosen for this systematic mapping study (SMS) is TCS technique. 

The reason why we want to explore TCS is because it is practically a safe way without 

jeopardizing the current state of the system.

This paper presents an SMS on TCS following the guidelines presented by [2]. SMS 

(or mapping study) is designed to provide a wide overview of a research area, 

establishing research evidence on a topic, and provide an indication of the quantity of 

the evidence. It involves searching the literature to know what topics have been 

covered, and where the papers were published [2]. The results of a mapping analysis 

are an inventory of papers on the subject, mapped to a classification [3]. A mapping 

study thus provides an overview of the area's scope and allows research gaps and trends 

to be discovered [2].

The research area that we are focusing on is TCS approaches. Each testing process will 

undoubtedly consume cost but TCS approach comes with a lower cost as it did not 

execute all test cases. The selection can be done using various techniques, with each 

technique having its strengths and weaknesses. Not all techniques are applicable to the 

system, it depends on the specific environment or system. Each invocation of a service, 

for example, may incur certain costs in web services, which reduces the number of 

payable invocations, making effective regression testing more prominent for web 

services [4]. So, in this paper, our main role is to deliver a statistical analysis on TCS 

not only on regression testing but other software testing as well. A study proposed an 

effective metrics on black box testing using TCS [5]. They claimed that the metrics 

performed significantly better than traditional techniques, thus proving that TCS is 

also applicable to other software testing.

Even though numerous TCS approaches exist, no latest mapping study has been made 

into the topic which leads to the importance of this work. Thus, it is hoped that the 

research gap will be closed at the end of this work.

2. Related Work
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Our paper is a tertiary study which follows the guidelines of SMS. In this section, all 

published tertiary studies will be identified and researched to improve and close the 

gap left by other researchers. Tertiary studies must be conducted within the research 

areas that have a large number of publications [3]. We will collect and review all 

published papers and analyse data obtained to find the research gap. In our study, 

several articles are similar to ours and worth mentioning.

In the work of [6], the authors have reviewed and evaluated available regression test 

selection techniques. Out of 2923 papers analysed, 28 papers were selected to undergo 

the evaluation process. Their study concluded that there is no technique that supports 

or provides empirical evidence, except for a small group of related techniques [6].

Besides that, in the work of [7], the authors have published a systematic literature 

review on TCS in regression testing. Their study reviewed 449 published articles 

before shortlisting the number to 32 quality papers which met their research objectives. 

Their research showed adaptive random selection, genetic algorithm, and greedy 

algorithm are the most widely mentioned methods. Not only that, most approaches rely 

on heuristics such as test case diversity, and coverage of code or model. The paper also 

addressed the principles and approaches available for TCS, as well as field of 

application and evaluation metrics [7].

The only SMS that was similar to our study was presented in the work of [4]. The 

authors provided a qualitative analysis on TCS. It is an SMS focusing specifically on 

web services for regression testing. The authors managed to collect a total of 60 papers 

on TCP, TCS and TSM. They claimed that a large number of theoretical and 

experimental regression test techniques were not proved, limited to large-scale 

systems. They thought that their survey found holes in the literature and provided new 

insights into future research [4].

Kazmi’s work [8] came out with a systematic literature review on regression test 

selection in 2017. The study reviewed related papers between 2007 and 2015. The 

papers were then categorized according to standard SLR procedure. Their study shows 

mining and learning-based regression TCS covers at least 39% of the literature, while
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18% involves unit level testing and 26% include object-oriented environment (Java) 

[8].

On the other hand, in the work of [1], the authors surveyed each area of regression 

testing technique which includes minimization, selection and prioritization. Based on 

the study, it is evident that TCP is becoming an increasingly important regression 

testing technique. The trend shows a rising number of publications in this field which 

provides evidence that support the popularity of TCP, TCS and TSM. Their survey 

also provided evidence indicating that there is a preponderance of empirical work that 

draws upon small scale subjects [1].

All existing papers related to this topic are tabulated and shown in Table 1. It is clear 

that existing TCS studies only focus on the fundamental of selected approaches. The 

most recent study by [8] focused on revealing methods used by researchers. The pros 

and cons of the method were elaborated in the study. The analysis made by the authors 

is mainly focusing on the existing methods and guidelines for applying TCS. They 

managed to discover five distinct families of ways which are associated with TCS 

techniques. Besides that, the author also studied the effectiveness of existing TCS 

techniques. The efficiency was measure based on cost, coverage and faults. However, 

they never intended to explore the variety of existing approaches. So, we aim to study 

existing approaches using systematic mapping approach.

Table 1. Summary of re ated studies in regression testing.
Study
Type

Study
Reference

Study Focus Year of 
Publication

Total
Studies
Reviewed

Years
Covered

SLR Everton et 
al. (Narciso 
et al., 2014)

TCS 2014 32 2006 - 
2012

SMS Dong et al. 
(Qiu et al., 
2014)

Regression
Testing

2014 30 2000 - 
2013

SLR Rafaqut et 
al. (R. 
Kazmi et 
al., 2017)

TCS 2017 47 2007 - 
2015

SLR Emelie et al. 
[6]

TCS 2008 27 1969 - 
2006
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Survey Yoo et al. Regression 2010 159 1977 -
[1] Testing 2009

3. Research Method

Figure 1 below demonstrates a standardized process for producing a SMS. This 
method was implemented to answer all research questions listed. This method is 
inspired by [9]. In the work of [2], the authors study and make a comparison on every 
systematic mapping guideline, and the result showed that [10] are one of the best 
practices available in this time. In addition, their works were also proven to be highly 
reliable since 2162 people cited their paper. Due to that fact, we were not only inspired 
by their work but also confident with our work when applying their practices in our 
study.

Research Questions Data Synthesis

1 t
Search Procedure Classification

\ f ■
Scheme

Search
Keywords

Online
Databases

Search
Process

Identification Extraction of
of Attributes attributes

Final Maps Refinement 
of Attributes

Q

Figure 1. Structured SMS method [9].

The aim of this SMS is to map and identify the current trend of using TCS technique. 

SMS aims to help other researchers envision research differences in TCS. Therefore, 

four research questions with respective motivations are presented in Table 2.

Table 2. Research questions and motivations.

Research
questions

RQ statement Motivations

RQ 1 What are the most popular 
approaches used in test case 
selection?

These research questions aim 
to recognize the areas most 
frequently covered by TCS

RQ 1.1 Do the approaches used improve 
over time?

RQ 2 Which publication published the 
most test case selection papers?

This research question aims to 
identify where the papers 
related to regression testing 
originate
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RQ 3 How frequent is test case selection 
applied in each software testing?

This research question aims to 
identify the novelty of TCS in 
other software testing phase

RQ 4 What are the case studies 
commonly used by researchers?

This research question aims to 
identify the most frequent case 
studies used

SMS’s strategy is to focus on the width or broadness of a topic, in this case, 

test case selection. The procedure consists of search strings, online databases, search 

process and selection of studies. Search has been done by using specific search queries 

namely "Regression Test Selection", “Test Case Selection” and "Testing". It is highly 

likely that when the authors searched the exact queries alone which we mentioned 

earlier, it will return a large number of papers that includes mapping, review, 

comparison which are unrelated in this study. To solve the issue, ‘AND’ operator was 

used to link all search queries.

We searched for related publications from five online repositories including 

ACM Digital Library, IEEExplore Science Direct, Web of Science and Scopus. The 

search results will provide the title, abstract and keywords of the publications. Papers 

from all library (excluding Scopus) are likely to be redundant with results from Scopus.

There are reasons why we select these online databases. IEEE Xplore provides 

a variety of conferences papers and symposium articles. Also, the ACM digital library 

offers more reports from workshops used for the primary studies. Other digital libraries 

remained important since they host journal articles related to our studies. From our 

findings, journals were also identified in IEEE Explore and ACM Digital Library.

Initially, we found 463 papers from the five online databases. Next, to select 

the final papers, the inclusion and exclusion criteria need to be applied. The applied 

principles decrease the number of manuscripts from 463 articles to 91 articles. The 

papers were extracted from the online databases, and the number of papers from each 

database is shown below in Figure 2. The criteria are as follows: (1) Paper must be 

written in English; (2) Paper must be able to correspond to at least one research
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question; (3) Paper must be focusing on TCS approaches; (4) Paper must provide 

approach description and other associated metrics; and (5) Paper must have 

bibliographic information.

4. Result and Discussion

In this section, we present our findings, answer to the research questions along with a 

discussion.

RQ 1. Which are the most popular approaches used in test case selection?

To identify the most frequent approaches used, we map a bubble chart with the 

X-axis corresponding to related approaches and Y-axis corresponding to number of 

papers as in Figure 3. We also presented a pie chart that shows the percentage of 

approaches published in Figure 4.

From this result we can deduce that model-based and coverage-based 

approaches have been quite popular since 2011. There are 13 types of approaches 

researchers often use within 1998-2019. History-based, control-based, fault-based and 

extraction-based methods can be considered as new approaches since they had been 

only introduced less than 5 years ago. 24 papers applied model-based approach while 

its competitor, coverage-based approach, featured 23 papers. Based on Figure 4, 27% 

of the studies use model-based approach while coverage-based approach is used by 

25% of the studies. Combination of the two approaches would cover more than 50% 

of the total approaches. This evidence indicates that model-based and coverage-based 

approaches are the most used approaches. Code-based and search-based approaches 

are worth mentioning since they cover 12% and 11% of the studies, respectively.

These approaches have provided researchers with many solutions depending 

on their study. We believed that these approaches do not apply to every scenario given. 

Many researchers used TCS because it can reduce test cases; thus, time and cost will 

decrease. However, the researchers have to decide on which approach would benefit 

the most in their experiment.

RQ 1.1 Do the approaches used improve over time?

The line graph in Figure 5 shows the increasing number of publications throughout the 

years. In answering RQ 1.1, we agreed that the existing approaches improved over the
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years due to the rising number of papers published. Aside from that, numbers for 

model-based and coverage-based approaches have been growing since they have been 

around since 2012. The result from their experiment [11][12][13] also proves that the 

approaches have improved over time.

RQ 2. Which publication published the most test case selection papers?

Based on Figure 6, 13 publications published papers related to TCS, where 

each publication published at least 2 papers. There are many existing publications but 

they only publish one paper related to it. International Conference on Software Testing, 

Verification and Validation (ICST) and Information and Software Technology 

(INFSOF) have published the highest number of papers on TCS with 6 papers from 

1998 to 2019. INFSOF produce Q2 journals which summarize the quality of the 

publications. Second best publication is International Conference on Software 

Engineering (ICSE) and Journal of Systems and Software (JSS) with 5 papers each. 

JSS produces quality Q1 journals. All the abbreviations in Figure 6 are listed in 

Appendix.

Based on Figure 7, there are 4 types of publication among the papers collected. Most 

of the studies were conferences papers and the result shows that conference covers 

54% of the total papers. Researchers are likely to publish their works in conferences 

rather than symposiums or workshops, each recorded only 11% and 5%, respectively. 

Journal publication covers at least 30% -  this is because it tends to have generous page 

limits compared to conference paper but requires more elaborations on the work. It is 

proven that papers in well-recognized journals tend to have more prestige than papers 

in well-recognized conferences.

RQ 3. How frequent is test case selection applied in each software testing?

TCS is popular in regression testing as that was what it was first introduced to 

do. The technique is proven and can be applied on other testing such as system testing 

and model-based testing. We distributed the collected papers into related testing as 

shown in Figure 8.

From the result, we can deduce that TCS is less popular in other testing as we can only 

collect a total of 23 papers that are not related to regression testing. However, we 

believed that the numbers will increase due to the popularity in recent years. There are
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7 papers which applied TCS to perform general testing. In other words, the researchers 

want to enhance the efficiency of all types of testing by applying TCS.

RQ 4. What are the case studies commonly used by researchers?

It is true that TCS is widely used by researchers since its introduction. 

However, we are curious about the types of case studies that use this technique.

Pie chart in Figure 9 shows the case studies commonly used by researchers. 

The question leads to a lot of case studies but only case studies that used at least 5 

times made into the chart. From the pie chart it is clear that the majority of researchers 

applied case studies from Software-artefacts Infrastructure Repository (SIR) with 

43%. Simple program and SourceForge project come second as both have same 

number of 15% followed by automated teller machine (ATM) with 11%. SIR and 

SourceForge project are open-source case studies that can be downloaded from [14] 

and [15]. Simple program is a program that was built by the authors just to make a 

point that their framework or proposed technique works. It can be a code-based 

program like finding the maximum number or just a Unified Modeling Language 

(UML) diagram. The smallest minority goes to power window controller and industry 

collaboration with only 8%.

In conclusion, since SIR is the most popular choice, it is clear that this 

technique has greatly contributed to the advancement in TCS field. In the future, we 

can expect to see more researchers to apply SIR in their studies. We believe that these 

findings will benefit researchers to utilize various types of case studies available to be 

used in their research.
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Figure 3. Percentage of collated study approaches
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Figure 9. Distribution of case studies.

5. Conclusion and Future Work

This paper presented an overview of existing research related to TCS. Relevant papers 

on this topic were collected and tabulated. We used systematic mapping to assist in 

proving our research objectives. Our study revealed that model-based approaches are 

widely used by researchers until now. It was also revealed that ICST and INFSOF have 

the highest number of publications in this area. Lastly, the selected papers also proved 

that TCS is not only applied for regression testing, but also other types of software 

testing.

This paper shows several potential future works for researchers in this field. The most 

popular approaches used are likely to be applied in other studies as well. However, we 

did not discuss on the benefits of the approaches. We believe this gap can be explored 

in future studies. Thus, a systematic literature review on the approaches will be one of 

the agenda in our future works.
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Appendix

List of Publication Series
Acronym Publication Series Title

QRS International Conference on Software Security and Reliability

ICSE International Conference on Software Engineering

SIGSOFT International Symposium on Foundations of Software Engineering

ICST International Conference on Software Testing, Verification and 

Validation

GECCO Genetic and Evolutionary Computation Conference

INFSOF Information and Software Technology

JSS Journal of Systems and Software

TSE Transactions on Software Engineering

COMPSAC International Conference on Computer Software & Applications

ICSTW International Conference on Software Testing, Verification and 

Validation Workshops

ISEC India Software Engineering Conference

ISSRE International Symposium on Software Reliability Engineering

SIGAPP Symposium On Applied Computing
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