
 

 

ENHANCEMENT OF PARALLEL K-MEANS ALGORITHM FOR CLUSTERING 

BIG DATASETS 

  

 

 

 

 

 

 

 

 ARDAVAN ASHABI 

 

 

 

 

 

 

 

A thesis submitted in fulfilment of the  

requirements for the award of the degree of 

Doctor of Philosophy 

 

 

  

Razak Faculty of Technology and Informatics 

Universiti Teknologi Malaysia 

 

 

 

 

 

 

DECEMBER 2022 

  



iv 

 

DEDICATION 

 

 

 

 

 

 

 

 

 

 

To my family 

 

  



v 

 

ACKNOWLEDGEMENT 

 First and foremost, thank Allah, the compassionate and the merciful, for 

providing me the opportunity and the ability to reach this point.  

I am grateful to my family for all their love, care, and encouragement. Their 

endless support and patience were my companion in every aspect of my life. I am also 

very grateful to my friends who became my family. 

In preparing this thesis, I was in contact with many people, researchers, 

academicians, and practitioners. They have contributed to my understanding and 

thoughts. In particular, I wish to express my sincere appreciation to my supervisor 

Professor Dr. Shamsul Bin Sahibuddin for his guidance throughout my entire PhD. His 

comments provided great insight into the current research.  

I also owe an immense gratitude to Dr. Mehdi Salkhordeh Haghighi for his 

kind information sharing, support, and advice.  

To each of the above, I extend my deepest appreciation. 

 

  



vi 

 

ABSTRACT 

  Big Data encompasses huge amounts of complex data which is generated in 

different areas such as business, marketing, educational systems, IoT, and healthcare. 

For instance, in the healthcare domain, huge amounts of data are generated daily from 

different sources such as health monitoring and medical diagnosis systems by health 

service providers. Data mining aims to extract meaningful and valuable patterns from 

a set of raw data to transform data into meaningful information for better decision-

making. However, Big Data is very complex and voluminous, and traditional methods 

of Data Mining are not capable to process and analyze  this data efficiently. Data 

clustering, one of the main methods of data mining, eases the extraction of information 

from each cluster separately. Since 1960s, K-means algorithm has been known as one 

of the most classical techniques of data clustering. Even though there has been an 

extremely rich bibliography about improving the efficiency of K-means for years now, 

traditional K-means still suffers from some weaknesses, especially in dealing with Big 

Data. Despite many attempts to optimize K-means algorithm to handle Big Data using 

different techniques such as parallelization, the proposed methods are still not able to 

cluster Big Datasets efficiently due to lack of improvement in some effective 

parameters such as the number of clusters and the initial clusters' centroids. This study 

aims to understand the current limitations of K-means algorithm and to overcome the 

limitations in order to produce more efficient performance in clustering big datasets 

from healthcare domain. To develop the optimized extension of K-means algorithm, a 

systematic literature review (SLR) was conducted to investigate the current limitations 

and existing solutions for the K-means limitations over Big Data. Based on the the 

SLR, this study proposed an enhanced parallel version of K-means clustering 

algorithm to reduce the execution time of the clustering process over the big datasets 

with the minimum negative impact on the clustering’s accuracy. Determining the 

optimum number of clusters, obtaining the suitable initial centroids, and improving the 

process of parallelization were the three steps of the optimization process. To avoid 

any random results, the proposed hybrid solution defined the optimum number of 

clusters by using elbow method. In addition, the proposed algorithm obtained the ideal 

initial centroids by utilizing a careful seed selection method, performing K-means with 

a fuzzy technique to increase the precision of the clustering, and parallelizing the 

clustering process by using Hadoop platform with the optimized Map and Reduce 

functions to reduce the execution time of the process. The evaluation of the proposed 

algorithm revealed that the new method performed the clustering process over multiple 

big datasets with shorter execution time compared to the study’s benchmarks: Apache 

Mahout K-means, K-means++, and Fuzzy K-means. Also, the results of the three 

selected cluster validity indices - Silhouette, Dunn, and Davies-Bouldin - verified that 

there was no negative impact on the quality of the clusters. 
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ABSTRAK 

Data Raya merangkumi sejumlah besar data kompleks yang dihasilkan dalam 

pelbagai bidang seperti perniagaan, pemasaran, sistem pendidikan, IoT, dan penjagaan 

kesihatan. Sebagai contoh, dalam domain penjagaan kesihatan, sejumlah besar data 

dihasilkan setiap hari daripada sumber yang berbeza seperti sistem pemantauan 

kesihatan dan diagnosis perubatan oleh penyedia perkhidmatan kesihatan. 

Pengumpulan data ini bertujuan untuk mengekstrak corak yang bermakna dan 

berharga dari sekumpulan data mentah untuk mengubah data menjadi maklumat yang 

bermakna untuk membuat keputusan yang lebih baik. Walau bagaimanapun, Data 

Raya sangat kompleks, terlalu banyak dan kaedah tradisional pengumpulan data tidak 

mampu memproses dan menganalisis data ini dengan cekap. Pengelompokan data 

merupakan salah satu kaedah pengumpulan data utama, dan ia memudahkan 

pengekstrakan maklumat dari setiap kelompok secara berasingan. Sejak tahun 1960-

an, algoritma K-means telah dikenali sebagai salah satu teknik pengelompokan data 

yang paling klasik. Walaupun telah ada bibliografi yang sangat luas tentang 

meningkatkan K-means selama bertahun-tahun sekarang, K-means tradisional masih 

mengalami beberapa kekurangan, terutamanya dalam menangani Data Raya. Kajian 

ini bertujuan untuk memahami kekurangan algoritma K-means semasa dan untuk 

mengatasi kekurangan ini bagi menghasilkan prestasi yang lebih cekap dalam 

mengelompokkan kumpulan data besar dari domain penjagaan kesihatan. Untuk 

membangunkan perkembangan algoritma K-means secara optimum, tinjauan literatur 

sistematik (SLR) telah dilakukan untuk mengkaji batasan semasa dan penyelesaian 

sedia ada untuk batasan K-means ke atas Data Raya. Berdasarkan penemuan SLR, 

kajian ini mencadangkan versi selari yang dipertingkatkan bagi algoritma 

pengelompokan K-means untuk mengurangkan masa pelaksanaan proses 

pengelompokan ke atas kumpulan Data Raya dengan kesan negatif minimum terhadap 

ketepatan pengelompokan. Menentukan bilangan pengelompokan yang optimum, 

mendapatkan pusat jisim awal yang sesuai dan menambah baik proses penyelarasan 

adalah tiga langkah proses pengoptimuman. Untuk mengelakkan sebarang hasil rawak, 

penyelesaian hibrid yang dicadangkan telah menentukan bilangan kelompok yang 

optimum dengan menggunakan kaedah Elbow. Di samping itu, algoritma yang 

dicadangkan memperoleh pusat jisim yang ideal dengan menggunakan kaedah 

pemilihan data yang teliti, melakukan kaedah K-means dengan teknik Fuzzy untuk 

meningkatkan ketepatan pengelompokan dan menyelaraskan proses pengelompokan 

dengan menggunakan platform Hadoop dengan fungsi Map dan Reduce yang 

dioptimumkan untuk mengurangkan waktu pelaksanaan proses. Penilaian algoritma 

yang dicadangkan menunjukkan bahawa kaedah baharu melakukan proses 

pengelompokan ke atas banyak kumpulan Data Raya dengan masa pelaksanaan yang 

lebih singkat berbanding dengan penanda aras kajian: Apache Mahout K-means, K-

means++, dan Fuzzy K-means). Selain itu, keputusan tiga indeks kelompok yang 

dipilih - Silhouette, Dunn, dan Davies-Bouldin - mengesahkan bahawa tidak ada kesan 

negatif terhadap kualiti pengelompokan tersebut.  

  



viii 

 

TABLE OF CONTENTS 

 TITLE  PAGE 

DECLARATION iii 

DEDICATION iv 

ACKNOWLEDGEMENT v 

ABSTRACT vi 

ABSTRAK vii 

TABLE OF CONTENTS viii 

LIST OF TABLES xiii 

LIST OF FIGURES xv 

LIST OF PSEUDOCODES xvii 

LIST OF EQUATIONS xviii 

LIST OF ABBREVIATIONS xix 

LIST OF APPENDICES xxi 

CHAPTER 1 INTRODUCTION 1 

1.1 Overview 1 

1.2 Background of Study 3 

1.3 Problem Statement 9 

1.4 Research Questions 11 

1.5 Research Objectives 11 

1.6 Scope of the Study 12 

1.7 Significance of the Study 13 

1.8 Organization of the Thesis 14 

CHAPTER 2 LITERATURE REVIEW 17 

2.1 Introduction 17 

2.2 Knowledge Discovery in Databases (KDD) 18 

2.2.1 Data Mining 19 

2.2.2 Data Clustering 21 

2.2.3 Section Synthesis 23 



ix 

 

2.3 K-means 25 

2.3.1 K-means Definition 25 

2.3.2 K-means Properties 29 

2.3.3 K-means Limitations 30 

2.3.4 Section Synthesis 31 

2.4 Big Data 32 

2.4.1 Big Data Definition 33 

2.4.2 Big Data Characteristics 33 

2.4.3 Big Data Challenges 36 

2.4.4 Big Data Mining 40 

2.4.5 Big Data Clustering 41 

2.4.6 Big Data Clustering using K-means 44 

2.4.7 Section Synthesis 45 

2.5 Healthcare Domain 46 

2.5.1 Healthcare Data 47 

2.5.2 Data Mining in Healthcare 48 

2.5.3 Data Clustering in Healthcare 50 

2.5.4 K-means in Healthcare 51 

2.5.5 Section Synthesis 53 

2.6 Optimizing K-means Algorithm: A Systematic Literature 

Review 54 

2.6.1 SLR Organization 54 

2.6.2 SLR Findings 56 

2.6.3 SLR Conclusion 64 

2.7 The Gap Analysis 66 

2.8 Overview of the Utilized Technologies and Platforms 68 

2.8.1 Hadoop 69 

2.8.2 Amazon Web Services (AWS) 75 

2.8.3 Section Synthesis 77 

2.9 Summary 77 

CHAPTER 3 RESEARCH METHODOLOGY 79 

3.1 Introduction 79 



x 

 

3.2 Research Design 79 

3.3 Study and Investigation 83 

3.3.1 Traditional Review of Literature 83 

3.3.2 Systematic Literature Review 84 

3.4 Design of the Proposed algorithm 89 

3.4.1 Obtaining Value of K 91 

3.4.2 Clustering Process 92 

3.4.3 Parallelization of clustering 94 

3.5 Development of the proposed algorithm 96 

3.6 Evaluation and Analysis 98 

3.6.1 Evaluation Criteria 99 

3.6.2 Evaluation Environment 102 

3.6.3 The research Case study 103 

3.6.4 Evaluation Datasets 104 

3.6.5 Evaluation Benchmarks 106 

3.7 Summary 108 

CHAPTER 4 PFK-MEANS++ DESIGN 109 

4.1 Introduction 109 

4.2 K-means Shortcomings in Handling Big Datasets 109 

4.3 PFK-Means++ Design 111 

4.4 Theory of Design 112 

4.4.1 The Overall Framework 114 

4.4.2 Task #1: Determining Optimum Value of K 116 

4.4.3 Task #2: Obtaining Initial Clusters Centroids 118 

4.4.4 Task #3: Utilizing Fuzzy Clustering Method 121 

4.4.5 Task #4: Parallelization of Clustering Process Using 

MapReduce 125 

4.4.6 Task #5: Defining the Combiner Function in 

MapReduce 129 

4.4.7 The Design Synopsis 129 

4.5 Summary 132 

 



xi 

 

CHAPTER 5 PFK-MEANS++ DEVELOPMENT 133 

5.1 Introduction 133 

5.2 Hadoop Environment Setup 133 

5.3 PFK-Means++ Development 136 

5.4 PFK-Means++ Verification and Validation 140 

5.4.1 PFK-Means ++ Initial Implementation 140 

5.4.2 PFK-Means ++ Initial Testing 141 

5.4.3 Parallel Implementation of PFK-Means ++ 145 

5.5 The Verification’s Inference 146 

5.6 Summary 148 

CHAPTER 6 PFK-MEANS++ EVALUATION 149 

6.1 Introduction 149 

6.2 The Evaluation Criteria 149 

6.3 Review of the Proposed Method 151 

6.4 Implementation of the Benchmarks 152 

6.5 AWS Environment Setup 154 

6.6 Experiments and Results 154 

6.6.1 The Algorithms’ Runtime 159 

6.6.2 Quality of Clusters 160 

6.7 The Results’ Analysis 162 

6.8 Summary 174 

CHAPTER 7 DISSCUSION AND CONCLUSION 175 

7.1 Introduction 175 

7.2 Contribution of the Study 175 

7.3 Discussion on Study’s Objectives 177 

7.3.1 Discussion on Research Objective 1 177 

7.3.2 Discussion on Research Objective 2 178 

7.3.3 Discussion on Research Objective 3 178 

7.4 Issues, Challenges and Limitations of the Study 180 

7.5 Future Works 181 

7.6 Summary 182 



xii 

 

REFERENCES 183 

LIST OF APPENDICES 202 

LIST OF PUBLICATIONS 260 

  



xiii 

 

LIST OF TABLES 

TABLE NO.  TITLE  PAGE 

Table 2.1 K-means Applications in Some of the Different Diseases 52 

Table 3.1 Operational Framework 81 

Table 3.2 Diabetes Dataset Characteristics 104 

Table 3.3 Genetics Dataset Characteristics 105 

Table 3.4 HIGGS Dataset Characteristics 105 

Table 3.5 SUSY Dataset Characteristics 106 

Table 5.1 Initial Testing’s Result 143 

Table 5.2 Experimental Results of Obtaining Value of K’s Method 144 

Table 5.3 Experimental Results of Clustering Method 145 

Table 6.1 Optimum value of K for selected Datasets 158 

Table 6.2 The Hadoop Clusters’ Description 158 

Table 6.3 Number of Iterations on Cluster A 159 

Table 6.4 Number of Iterations on Cluster B 159 

Table 6.5 The Processing Time of Multiple Algorithms on Cluster A 160 

Table 6.6 The Processing Time of Multiple Algorithms on Cluster B 160 

Table 6.7 Silhouette Index (SI) Values Acquired on Cluster A 161 

Table 6.8 Dunn Index (DI) Values Acquired on Cluster A 161 

Table 6.9 Davies-Bouldin Index (DBI) Values Acquired on Cluster A 161 

Table 6.10 Silhouette Index (SI) Values Acquired on Cluster B 162 

Table 6.11 Dunn Index (DI) Values Acquired on Cluster B 162 

Table 6.12 Davies-Bouldin Index (DBI) Values Acquired on Cluster B 162 

Table 6.13 Cluster A Runtime Comparison 163 

Table 6.14 Cluster B Runtime Comparison 163 

Table 6.15 Number of Iterations for Each Method on Both Clusters 165 

Table 6.16 Cluster A Silhouette Score (SI) Comparison 167 



xiv 

 

Table 6.17 Cluster B Silhouette Score (SI) Comparison 168 

Table 6.18 Cluster A Dunn Score (DI) Comparison 168 

Table 6.19 Cluster B Dunn Score (DI) Comparison 169 

Table 6.20 Cluster A Davies-Bouldin Score (DBI) Comparison 169 

Table 6.21 Cluster B Davies-Bouldin Score (DBI) Comparison 170 

 

  



xv 

 

LIST OF FIGURES 

FIGURE NO.  TITLE  PAGE 

Figure 1-1 Study Scope 12 

Figure 2-1 Knowledge Discovery in Databases (KDD) Process Steps 18 

Figure 2-2 DM Tasks 20 

Figure 2-3 Data Clustering Methods 22 

Figure 2-4 K-means Algorithm's Flowchart 27 

Figure 2-5 Data Scientists' Consumed Time per Task 35 

Figure 2-6 Ratio of Articles Used Healthcare Analytics by Application Area 48 

Figure 2-7 Number of Selected Papers from Each Library 55 

Figure 2-8 Total Number of Selected Papers per Year 55 

Figure 2-9 Number of Limitations’ Repetition 57 

Figure 2-10 Traditional K-means Framework 64 

Figure 2-11 HDFS Architecture 73 

Figure 2-12 MapReduce Architecture 75 

Figure 3-1  The framework of the proposed methodology 82 

Figure 3-2 Systematic Literature Review Protocol 85 

Figure 3-3 The Three Phases of Enhancing K-means 90 

Figure 3-4 Design and Development Process 97 

Figure 3-5 Evaluation Process Flow 99 

Figure 4-1 The Overall Flow of the Optimization Process 114 

Figure 4-2 PFK-Means++ Overall Framework 115 

Figure 4-3 Elbow Method Graph 117 

Figure 4-4 Initial Centroids Selection Process 120 

Figure 4-5 Fuzzy Clustering Process 124 

Figure 4-6 Map Reduce Process 126 

Figure 4-7 MapReduce Process in PFK-Means++ 128 



xvi 

 

Figure 5-1 Initial Testing’s Result 142 

Figure 6-1 Optimum Number of Clusters for Gene Expression Cancer 

Dataset 156 

Figure 6-2 Optimum Number of Clusters for Diabetes 130-US Hospitals 

Dataset 156 

Figure 6-3 Optimum Number of Clusters for SUSY Dataset 157 

Figure 6-4 Optimum Number of Clusters for HIGGS Dataset 157 

Figure 6-5 Execution Time of Each Algorithm on Cluster A 164 

Figure 6-6 Execution Time of Each Algorithm on Cluster B 165 

Figure 6-7 Number of iterations of each algorithm on Cluster A 166 

Figure 6-8 Number of iterations of each algorithm on Cluster B 166 

Figure 6-9 Cluster A Silhouette Score 171 

Figure 6-10 Cluster B Silhouette Score 171 

Figure 6-11 Cluster A Dunn Score 172 

Figure 6-12 Cluster B Dunn Score 172 

Figure 6-13 Cluster A Davies-Bouldin Score 173 

Figure 6-14 Cluster B Davies-Bouldin Score 173 

 

  



xvii 

 

LIST OF PSEUDOCODES 

PSEUDOCODE NO.  TITLE  PAGE 

Pseudocode 2-1  K—Means Algorithm 29 

Pseudocode 5-1  Define the optimum value of K using elbow method 136 

Pseudocode 5-2  Initialization of clusters using Careful Seed Selection Method 137 

Pseudocode 5-3  Clustering based on a Fuzzy method 138 

Pseudocode 5-4  Parallel implementation of Clustering in MapReduce Model 138 

Pseudocode 5-5  PFK-Means ++ Pseudocode 140 

Pseudocode 6-1  Apache Mahout K-Means Clustering Algorithm 152 

Pseudocode 6-2  K-Means++ Clustering Algorithm 153 

Pseudocode 6-3  Fuzzy Clustering Algorithm 153 

 

  



xviii 

 

LIST OF EQUATIONS 

EQUATION NO.  TITLE  PAGE 

Equation 2-1  The Sum of Square Error Criterion 28 

Equation 4-1 Within-Cluster Sum of Square 117 

Equation 4-2 Euclidean Distance 119 

Equation 4-3 Fuzzy Membership Equation 122 

Equation 4-4 New Cluster Centers Equation 122 

Equation 4-5 Objective Function Equation 123 

Equation 4-6 Convergence Condition Calculation 123 

Equation 4-7 Map Equation 127 

Equation 4-8 Emit  Equation 127 

 

  



xix 

 

LIST OF ABBREVIATIONS 

AWS - Amazon Web Services  

BA - Business Analytics 

BDM - Big Data Mining 

BI - Business Intelligence 

CLARA - Clustering LARge Applications 

CVI - Cluster Validity Indices 

DBI - Davies-Bouldin Index 

DI - Dunn Index  

DT - Decision Tree  

DM - Data Mining 

DSS - Decision Support Systems 

EBS - Evidence-Based Medicine 

HER - Electronic Health Records 

EMR - Elastic MapReduce 

ETL - Extract, Transform, Load 

GPS - Global Positioning System 

HDFS - Hadoop distributed file system 

IoT - Internet of Thing   

KDD - Knowledge Discovery in Databases     

KNN - K-Nearest Neighbor 

OCD - Optimized Cluster  

PSM - Probabilistic Subtyping Model 

RDBMS - Relational Data Base Management Systems 

SAS - Statistical Analysis System 



xx 

 

SI - Silhouette Index 

SLR - Systematic Literature Review 

SVM - Support Vector Machine 

WCSS - Within a cluster Sum of Square 

   

   

  



xxi 

 

LIST OF APPENDICES 

APPENDIX  TITLE  PAGE 

Appendix A  Silhouette Index 202 

Appendix B Dunn Index 204 

Appendix C Davies-Bouldin Index 206 

Appendix D Apache Mahout K-Means 208 

Appendix E K-Means ++ 219 

Appendix F Fuzzy K-Means 227 

Appendix G PFK-Means++ 232 

Appendix H Hadoop Environment Setup 250 

Appendix I AWS Environment Setup 253 

 

 

 

 

 

 

 

 



 

1 

 

CHAPTER 1  

 

 

INTRODUCTION 

1.1 Overview 

Big Data is described as a massive amount of complex data. For Industries, it 

is considered a valuable opportunity to gain insights for improving their services. To 

extract such insights, using different Data Mining (DM) techniques is required. 

Clustering is one of the essential methods for DM and Big Data analysis. However, 

because of the issues and challenges that have been recently raised in manipulating 

large volumes of data as well as its complexity, applying the clustering methods to big 

datasets is faced with some obstacles. The question is how to tackle this issue and how 

to apply clustering techniques to Big Data more efficiently.  

One of the fields which has been faced with the rapid rate of generating Big 

Data is healthcare domain. Healthcare domain includes the comprehensive practices 

of prevention, diagnosis, and treatment of diseases, damages, and mental and physical 

impairments in people (Yang et al., 2015). Life sciences have always been a discerning 

area that requires fast-growing innovations for better wellbeing of the people (Sreedevi 

et al., 2022). With the growth of healthcare technologies and the growing digitization 

in healthcare domain, huge amounts of data have been generating every day from 

different sources, such as medical record devices, patient care, and monitoring devices 

(Piri, 2017). This sizable amount of data has been collecting through the healthcare 

systems regularly. 

The vast access to the data which has been generated in healthcare domain, as 

well as rapid progress in DM and machine learning tools and techniques, has generated 

an improving area of healthcare analytics. The improvement of Decision Support 

Systems (DSS) by data scientists and using medical scientists’ knowledge in this scope 

has simplified the clinical procedures, also simplified the clinicians and physicians’ 
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tasks as well. Analyzing the data which is generated in healthcare domain and applying 

DM and machine learning techniques to them has several benefits. For instance, 

Medical staffs are able to categorize the patients in accordance to the level of disease 

severity or patients’ condition and, as a consequence, suitable treatments can be 

provided for each group; risk factors of different diseases can be identified, leading 

potentially to better health management; and diseases can be detected at early stages, 

allowing for appropriate interventions and treatments (W. Raghupathi & Raghupathi, 

2014). 

As mentioned earlier, clustering as a primary task in DM, is described as 

finding heterogeneous groups of data using some dissimilarity criterion 

(Khanmohammadi et al., 2017). In healthcare domain, clustering, as an evidence-based 

medicine (EBM) analysis system, is used in order to reduce medical errors. Moreover, 

clustering can help in finding the patterns of different diseases from stored medical 

data. This data can be gathered from different sources and during various activities 

such as monitoring screening, therapy, biomedical and biological analysis, 

epidemiological studies, hospital management, medical instruction, etc. Efficient 

clustering tools reduce the demands on costly healthcare resources. These tools can 

assist physicians to cope with information overload, and also can help in future 

planning for enhanced services (Purandhar et al., 2021). Clustering results are used to 

study independence or correlation among diseases, and also to have more 

comprehensive insight into medical survey data. The mentioned benefits encourage 

data scientists and researchers to propose more efficient techniques for medical data 

clustering (Kalyani, 2012).  

However, the massive and complex data which has been generating every day 

has a negative impact on the performance of data analysis techniques as well as 

clustering methods, therefore despite improving the clustering techniques over 

decades, these methods still need to be improved further. 
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1.2 Background of Study 

With the new trends in data generation and collection, there exist larger 

numbers of data streams being transferred or created each day. According to IBM 

report, in 2017, every day almost 2.5 exabytes of data has been generated (IBM, 2017). 

With the rapid growth of generating data, it is expected that in 2025 this amount reach 

463 exabytes per day (Vuleta, 2020). These data streams come from virtually 

everywhere, from sensors used in commonly used devices like cellphones, cars, and 

houses, to contents posted online on blogs and websites. Furthermore, some sources 

of data include multimedia content being uploaded and downloaded such as pictures, 

videos, movies, and songs, to the sensors used in gathering information for weather 

forecasts, purchase and transaction records, school and academic records, and GPS 

information amongst others (Mayer-Schonberger & Cukier, 2013). Therefore, the term 

of Big Data was introduced to refer to such volumes of data. From this view, Big Data 

can be defined as the massive amount of complex data that is generated in various 

domains and continue to grow rapidly (Kumar, 2017). 

Essentially, with the increase in applications of big data, the need to analyze, 

process, and extract significant and practical knowledge from these data streams has 

also been growing in demand. By emerging new application areas which produce huge 

amounts of data, finding solutions to develop new techniques that can help to make 

sense of these data and turn them into useful knowledge is also needed. DM includes 

techniques that are becoming invaluable in helping to extract patterns from existing 

data. By DM techniques, it is possible to interpret the pattern and use it effectively 

during the decision-making process (Hand et al., 2001).  

The significance of DM cannot go unnoticed, especially when it indirectly 

contributes to decision-making in many aspects of our daily lives. It is essential to 

learn from the past and study the history of patterns in order to make decisions for a 

better future based on these past patterns. These patterns, in the form of data, can be 

observed in all areas of professional and private lives, in sectors such as finance and 

banking, marketing, retail sales, and healthcare (Alsayat, 2016). Information is also 

gathered for many activities as well, such as population study, human migration, 
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health, science, and education. By exploring these data, it is feasible to establish and 

analyze any pattern and plan ahead for a better future (Bifet, 2009).  

According to (Gupta et al., 2014), Big Data Mining (BDM) describes as the 

process of looking for significant and practical information in huge volumes of data. 

Big data examples can be found in various areas such as social networking sites, sensor 

networks, atmospheric science, astronomy, life sciences, natural disaster and resource 

management, medical science, mobile phones, government data, weblogs, scientific 

research, and telecommunications (Haoxiang & Smys, 2021).   

We consider the need for DM techniques in the healthcare domain. The 

healthcare domain has been presumed as a scope with numerous valuable data. In most 

countries, the healthcare sector is evolving rapidly and every day, a huge volume of 

data such as administrative reports, electronic medical records, and other 

benchmarking findings has been generated in this area (Jothi et al., 2015). The 

healthcare industry is responsible for the production of large data streams such as 

patient medical records, doctors’ reports, and information on different drugs, diseases, 

and treatments. In these application areas, huge amounts of data are being produced 

continuously, therefore, intense analysis is also needed to establish trends, which could 

help to enhance better treatment methods, disease prevention, and guide overall 

healthcare practices. The necessity when it comes to the identification and 

classification of unidentified important information in the medical field which has 

many patients ensures that DM techniques are effective in healthcare, treatment, and 

diagnosis. These DM techniques enable health caregivers and researchers in the field 

to make effective policies in healthcare, come up with drug-recommending structures, 

and compile health profiles of various individuals (Koh & Tan, 2011). 

According to (Jothi et al., 2015) DM is being used to search and find important 

and practical information among the massive amounts of data in the healthcare area. 

Furthermore, it is used to predict numerous diseases and also assist doctors in 

diagnosing and making their clinical decisions. 
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All medical data which is related to both patients and healthcare service 

providers are valuable. The researchers use DM tools and techniques in distributed 

medical environments to deliver improved and advanced medical services to a large 

number of people with more efficient resources management, more efficient customer 

relationship management, healthcare resources management, lower cost, etc. This 

significant knowledge which is provided by these tools and techniques may assist 

managements to make better decisions, such as the selection of treatments, disease 

prediction, decisions regarding health insurance policy, evaluation of medical staff, 

etc., (McGregor et al., 2012) (Bellazzi & Zupan, 2008) (Harper, 2005) (Stel et al., 

2008). There are many issues and challenges of DM in the healthcare application area 

(Hosseinkhah et al., 2009) (Bellazzi & Zupan, 2008). In order to predict various 

diseases in a population area, effective DM methods may be used (Ahmad et al., 2015) 

(W. Li et al., 2021).  

There are different methods for DM. Classification is one of the most known 

DM methods employed in the healthcare domain. It predicts the targets such that 

patients may be categorized as infected or normal or infected based on the patterns 

extracted from the patient's data (Helma et al., 2004). To add on, there are different 

algorithms and methods for data classification, some of them are classifier ensemble, 

k-nearest neighbor (KNN), support vector machine (SVM), and decision tree (DT). 

Another notable DM method is clustering. In the clustering process, a set of 

data is partitioned into some smaller subsets of data, each subset is called cluster. The 

objects in a cluster have similar properties, yet dissimilar properties to objects in other 

clusters (Han et al., 2012). Clustering algorithms have been widely used in different 

scopes such as machine learning, image processing, information technology, artificial 

intelligence, pattern recognition, medical science, psychology, biology, business, and 

marketing (Gan et al., 2007) (V. R. Patel & Mehta, 2011). Clustering can also be 

categorized as an unsupervised learning technique used in the DM field. Unlike 

classification, there is no pre-defined category in the data used for clustering. Over the 

years, and through various research experiences, various clustering techniques have 

been developed to be used in different applications. The concept of clustering involves 
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the division of big datasets into smaller subsets, where each subset has some similar 

characteristics that are measurable (Kulis & Jordan, 2012).   

Data clustering, the same as other DM techniques, has been using in healthcare 

domain; for example, Rui Veloso (Veloso et al., 2014) used the vector quantization 

method as a clustering approach in predicting readmissions in intensive medicine.  

(Ashok Kumar, 2012) proposed a new clustering method for dichotomous healthcare 

data which was usable for determining the correlation of health disorders and 

symptoms observed in big medical and health binary databases. 

One of the most widely used and the most popular clustering techniques is K-

means (Mao et al., 2022). This technique was initially proposed by MacQueen in 1967 

(MacQueen, 1967) and further improved by others over the decades. In a research by 

(X. Wu et al., 2008) they indicated that this K-means is one of the top ten most popular 

algorithms in DM. a research study (Kalia & Gupta, 2021) also verified that after five 

decades this method is still one of the popular methods which is used to cluster the 

large datasets. 

In their paper, (Nithya et al., 2013) stated that K-means is very popular as it is 

simple and easily implemented. It is a simple iterative method to recover the user specified 

number of clusters determined by their centroids. 

In spite of k-means is one the most popular clustering algorithms, but it has 

several issues. Although the time complexity is linear to data size, the standard k-

means algorithm is not able to handle large-scale data efficiently. In some specific 

scenarios, the running time of k-means could be even exponential in the worst case 

(Ailon et al., 2009) (Vattani, 2011). Therefore, the latest researches have intended to 

enhance the quality or efficiency (Arthur & Vassilvitskii, 2007) (Shindler et al., 2011) 

(Avrithis et al., 2015) (Kanungo et al., 2002) (Elkan, 2003) (Sculley, 2010) (Bahmani 

et al., 2014) (J. Wang et al., 2015). K-means also was adapted in order to execute web-

scale image clustering (Avrithis et al., 2015) (Gong et al., 2015).  
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(Rao & Rao, 2014) discussed about k-means performance, and some merits for 

k-means is also introduced in this research. They stated that:  k-means algorithm works 

well for compact datasets; but it is not efficient and has poor performance for large 

datasets. The computational complexity is 𝑂(𝑛 × 𝑚 × 𝑘 × 𝑡), where n is number of 

data objects, m is the number of attributes, k is number of clusters and t is number of 

iterations; The number of iterations always is less than or equal to n i.e., 𝑘 ≤ 𝑛 and 

𝑡 ≤ 𝑛. 

Similarly, in a notable recent study (Melnykov & Michael, 2020) examined K-

means performance and argued that the capability of K-means in its traditional form 

based on Euclidean distances is limited for analyzing high dimensional datasets. 

Likewise, in their paper, (Zhao et al., 2018) explained that in the last decades 

the researchers have proposed several clustering algorithms. However, between these 

algorithms, k-means is still considered as one of the favorite choices because of its 

ease. During the past five decades, k-means algorithm has been widely used in various 

areas and industries; Moreover, the researchers have attempted continuously to 

optimize the k-means method in order to increase its efficiency. 

In 2015 (Rajalakshmi et al., 2015) did a comparative analysis on k-means 

algorithm in disease prediction. According to their findings, K-means has been applied 

in cancer, diabetes, liver disease and heart disease predication systems. This algorithm 

may be faster than hierarchical clustering if k is small. 

Also, (Kalyani, 2012) enhanced some known clustering algorithms that can 

efficiently partition medical big datasets into a number of clusters. k-means algorithm 

was one which was studied and enhanced in that research. The performance evaluation 

showed that all the optimized version of clustering models which have been proposed 

are able to produce the clusters with higher quality compared to the standard 

algorithms. However, the new k-means model which was proposed had the lower 

speed as compared to the standard algorithms. 
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(Xu et al., 2019) also highlighted some shortcomings of K-means clustering 

algorithm, especially in dealing with large datasets which may generate inaccurate 

results in the clustering process.  

Likewise, there is a research in 2017 that stated the standard k-means algorithm 

would be quite slow for clustering millions of data into thousands of or even tens of 

thousands of clusters (Hu et al., 2017). 

Similarly, a recent research (Xiong et al., 2020) argued that the traditional 

version of K-means clustering algorithm usually cannot perform the clustering process 

over large-scale datasets effectively as it occupies a sizeable amount of memory 

resources and computing costs when dealing with massive data. 

In their paper, (Arora et al., 2016) listed four drawbacks of k-means algorithm. 

they stated that: in this algorithm finding the most suitable number of clusters (value 

of 𝑘) is a difficult task; using k-means with large data is not effective; since initial 

values of cluster centers are randomly selected, different initial cluster centers may 

change the result of clustering; different density and size of clusters are not handled 

by the algorithm.  Furthermore, a notable research revealed that k-means suffers from 

some problems when it is applied on large amount of data (Lutz et al., 2018). (Broder 

et al., 2014) stated that the algorithm had a running time of 𝑂(𝑛 × 𝑘 × 𝑑) per iteration, 

which could become large as either the number of samples, or clusters, or the 

dimensionality of the dataset increased. The running time is dominated by the 

computation of the nearest cluster center to every sample, which is a process taking 

𝑂(𝑘 × 𝑑) time per point. 

Another recent research, (Mononteliza, 2020) mentioned that when the size of 

the dataset is very big, the performance of the algorithm will be reduced. Furthermore, 

the random selection of the algorithm’s parameters will generate the random result. 

In order to tackle the K-means limitations, different methods have been 

proposed. for instance, in a recent paper, (Y. Liu et al., 2021) proposed an enhanced 

version of the parallel process of K-means using MapReduce. MapReduce is a model 
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which is introduced by Google in 2004. It is a simple and efficient model for managing 

a huge amount of data parallelly in a distributed environment. MapReduce model 

consists of two key components of “Map” and “Reduce” functions. Beefily, Map 

retrieves input data and generates key-value pairs and in Reducer the sorted key is 

processed and stored in the output file.  

Likewise, another significant issue which the scholars intended to solve is the 

determination of the optimum number of clusters. various solutions have been 

proposed to deal with this matter. Elbow method is one of the solutions which was 

used in many researches such as (Sammouda & El-Zaart, 2021). Elbow method is a 

simple and efficient method which is applied to define the optimum number of clusters 

(value of K). Using the "elbow" as a cutoff point is a commonly used method in 

mathematical optimization which applies to select a point where diminishing returns 

are no longer worth the additional cost.    

Another notable example of the attempt to overcome K-means limitation is 

using fuzzy clustering instead of normal clustering. Generally, the process of hard 

clustering and fuzzy clustering of K-means is the same. But in fuzzy clustering, the 

assignment is soft; which means, each object is assigned to all clusters with certain 

membership degrees varying in the unit interval which helps to increase the precision 

of the clustering process(Ferraro, 2021).  

1.3 Problem Statement 

As mentioned in the previous section, k-means is one of the most popular 

clustering techniques which is widely used at the present time as it is quite fast, yet, 

simple to understand, relatively efficient and easy to implement. Despite k-means 

clustering algorithm is still considered as one of the most classical data mining 

techniques and this algorithm has been improved over decades, but it still has some 

issues, especially in dealing with big data. Indeed, the traditional K-means algorithm 

is suitable and efficient for analyzing normal datasets. However, by rapid growth of 

data and the increase of the data’s volume, variety, and velocity, the current versions 
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of K-means are not efficient enough to handle these kinds of big and complex datasets 

in different domains and some enhancement is required to increase the efficiency of 

K-means is dealing with big data.  

Despite there have been a lot of improvements suggested for K-means 

algorithm and utilizing different techniques, K-means still suffers from some 

shortcomings, especially in dealing with massive and complex data. The optimum 

number of clusters and the initial centroid of each cluster are two parameters that have 

a significant impact on the quality of the clusters, since initial values of cluster centers 

are randomly selected, different initial cluster centers may change the result of 

clustering; different density and size of clusters are not handled by the algorithm. 

 Likewise, with regards to the time complexity of K-means, even a small 

increase in the number of clusters, size of data, or the number of algorithms’ iterations 

can significantly increase the algorithm’s process time and naturally, this adverse 

impact is more substantial in processing larger datasets. In summary, the large-scale 

datasets, the diversity of data types, and the high-speed stream of data the data are the 

main challenges of applying K-means to Big data.  There are variety of parameters 

which have been using to measure the efficiency of clustering algorithms, but the 

algorithm’s time complexity and the clusters’ accuracy are considered as the most 

important parameters. Since k-means algorithm has some major weaknesses in 

working with large data including high computation time, this study attempts to 

propose an optimized extension of k-means clustering algorithm to reduce the 

execution time of the algorithm over the big datasets with the minimum negative 

impact on the clustering’s accuracy. In this thesis, besides applying some techniques 

to optimize different steps of K-means process, the MapReduce method is used with 

k-means algorithm to increase the efficiency of the k-means in big data applications. 

The effectiveness of the proposed method in clustering big data is compared with some 

other clustering methods used in big data applications.   
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1.4  Research Questions 

In this study Based on the research background and the problem statement, the 

main questions of the research are: 

1. How to increase the efficacy of k-mean in clustering big datasets by reducing 

the algorithm’s process time?  

2. How to provide a new version for k-mean clustering and apply it in big data 

clustering in healthcare domain?  

3. How effective is the new technique in reducing the cluster processing time? 

 

1.5 Research Objectives 

The optimization of k-means to reduce the clustering process time in handling 

big data is the main contribution of this study. To describe precisely, this study 

attempts to propose an optimal hybrid version of k-means algorithm tested on big 

datasets of healthcare domain.  To achieve this, the following objectives are identified: 

1. To design a new version of k-means in order to reduce the process time of 

the algorithm in clustering big data. 

2. To develop an optimal version of k-means algorithm to make this algorithm 

more efficient in clustering big datasets. 

3. To evaluate the performance of the proposed algorithm in handling big data 

from healthcare domain. 
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1.6 Scope of the Study 

The focus of this thesis is on presenting an enhanced version of k-means 

algorithm to be used in Big Data clustering. To do so, the current state of the art in Big 

Data, KDD, DM, Data Clustering, and K-means is reviewed.  

Briefly, Big data is a term which is used for defining the data sets which is not 

possible to be stored, handled, and analyzed with traditional relational databases 

because of their size and complexity. Knowledge Discovery in Databases (KDD) is 

the procedure of uncovering meaningful and practical knowledge from a dataset. Data 

Mining (DM) is one of the main phases of KDD, it includes descriptive and predictive 

tasks and of the main descriptive tasks is clustering. K-means algorithm is one of the 

partitioning-based clustering techniques which has been widely used in DM for many 

years.  

However, details of the datasets and the internal technology and criteria of 

providing these datasets are out of the scope of this study. The scope of this study is 

illustrated in Figure 1-1: 

Predictive

Transformation

Descriptive

Clustering SummarizationAssociation Rules Sequence Discovery

Partitioning-Based Clustering
Hierarchical-Based 

Clustering (Connectivity-
Based)

Density-Based Clustering Grid-Based Clustering Model-Based Clustering

CLARA CLARANSPCMK-medoids K-modes Fussy C-means (FCM)K-means 

Knowledge Discovery in 
Databases (KDD)

Selection Preprocessing Data Mining Interpretation/Evaluation

 

Figure 1-1 Study Scope 
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1.7 Significance of the Study 

Due to the rapid and uninterrupted increasing volume of data in various 

domains, the data complexity also increases as well. By using the traditional DM 

methods and tools, extracting useful information from massive data is complicated. 

Hence, to analyze and obtain significant and practical knowledge from this complex 

data, powerful computing tools and techniques are required. In such a situation that 

huge amount of data is available, using DM to extract useful information is beneficial 

(Ahmad et al., 2015). For instance, healthcare data mostly includes all the information 

related to the patients as well as the parties involved in the treatment process. With 

improvements of tmedical devices and healthcare systems, the rate of storing large 

amounts of such data is increasing rapidly. In healthcare domain, DM techniques and 

tools assist to diagnose the unknown diseases, causes of diseases, and identification of 

medical treatment methods. It also helps medical scientists and researchers to establish 

efficient healthcare policies, constructing drug recommendation systems, and 

developing health profiles of individuals (Haraty et al., 2015). 

Various DM methods such as association, clustering and classification has 

been utilizing by data analysts. Clustering, which is one of the methods of DM, is an 

unsupervised learning method. In clustering, large data sets are split into some small 

sub-groups and each sub-group will be analyzed individually (Kulis & Jordan, 2012). 

K-means is one of the most popular clustering algorithms which has been widely used 

for over half a century to divide the data into small sub-groups in order to ease the 

analysis of data. There are many researches and studies about the application of K-

means algorithm in healthcare domain. For example (Narmadha et al., 2016) did a 

survey on clustering methods which is used in healthcare area in order to group the 

patients' records.   

In order to reach the most suitable result, the data should be stored, integrated, 

cleaned, stored, analyzed, and interpreted with the more capable methods. The 

complexity, timeliness, noise, heterogeneity, and incompleteness of big data obstruct 

the process of extracting valuable knowledge from them. It is not possible for 

traditional clustering techniques to handle this massive amount of data smoothly due 
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to their computational costs and high complexity (Shirkhorshidi & Aghabozorgi, 

2014). Because of the importance of healthcare in societies and the abundant 

application of different DM techniques, such as clustering in healthcare, researchers 

are extremely influenced by the abilities of these techniques and the improvement of 

their performance in healthcare industry. 

There is still a gap between the potential and usability of k-means in DM 

applications in healthcare domain in practice (Lee, Luo, Ngiam, Zhang, Zheng, Chen, 

Ooi, & Yip, 2017). The major purpose of this study is to speed up k-means clustering 

algorithm with minimum negative impact on the clustering accuracy. The clustering 

algorithms’ scalability and speed were always an important aims for scholars in this 

field, however, big data issues and challenges highlight these weaknesses and require 

further consideration and study in this area. 

1.8 Organization of the Thesis 

This thesis has been structured into seven chapters. The first chapter introduces 

the topic of the research. In this chapter the background of the study, the existing 

problem, the research questions and objective, and the scope and significance and the 

study are being discussed.  

Chapter two includes review of the literature on the topic, this chapter covers 

the historical and technical information and the current state of research on big data, 

data mining, especially with consideration of data mining in healthcare domain, data 

clustering, and big data clustering, and K-means algorithm.  

The third chapter presents the general methodology which is used in this study 

to propose and evaluate the optimized version of k-means. The research design 

includes the operational framework. Moreover, all aspects of the required processes 

for study, design & develop, and verification & validation steps is explained in this 

chapter.  
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Chapter four discusses about the idea of design the optimized method, also 

different stages of designing the new algorithm are described in detail.  

In the fifth chapter, the process of developing the new algorithm is presented. 

Chapter six represents the process of evaluation of the presented algorithm in 

accordance with the evaluation protocol of the study.  

And finally, chapter seven provides a conclusion of the study, issues, and 

challenges, also discusses future works as well.  
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