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Abstract 

 
Context: Testing is one of the techniques that can assure the quality of software including the 
domain of Software Product Line (SPL). Various techniques have been deliberated to enhance 
the quality of SPL including Model-based Testing (MBT).  
Objective: The objective of this study is to analyze and classify trends of MBT in SPL covering 
the solutions, issues and evaluation aspects by using taxonomy form. 
Method: A Systematic Literature Review (SLR) was conducted involving 63 primary studies 
from different sources. The selected studies were categorized based on their common 
characteristics. 
Results: Several findings can guide future research on MBT for SPL. The important finding is 
that the multiple measurements are still open to improving current metrics to evaluate test 
cases in MBT for SPL. The multiple types of measurement required a trade-off between 
maximization and minimization results to ensure the testing method which could satisfy 
multiple test criteria for example cost and effectiveness at the same time. 
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1. Introduction 

Software Product Line (SPL) gathers related software features that share similar functionality 
yet vary from each other in terms of explicit features. New products can be derived by reusing 
and effectively combining software assets. This will produce a speedier and low-cost strategy 
that would still maintain high-quality products meeting the market demand, enabling it to 
compete with competitors. An explosion in the number of product variants could impede the 
management of products [1]. An increase in product size will result in difficulties in product 
management process. Testing in SPL typically examines the interactions and relations between 
core assets that are shared by many products derived from the product line [2].  

One of the highly favored techniques for SPL testing is the Model-based Testing (MBT) 
technique which generates test cases by capturing requirements using models for SPL product 
artifacts. In this paper, we present a Systematic Literature Review (SLR) with the primary 
objective of providing, identifying, and interpreting MBT as a technique that handles SPL 
testing. This study aims to link the important points and present state-of-the-art advancements 
that have been accomplished in MBT for SPL. The specific focus of this paper is based on 
current issues of MBT in SPL, evaluation measures and solutions proposed by researchers. 
This study provides an overview of different perspectives of MBT for SPL in taxonomy format. 
Representation of MBT classification based on taxonomy can be considered the newest 
classification in the SPL field. In this study, the taxonomy format will combine different 
dimensions in a single figure. The rest of this SLR is structured as follows: Section 2 presents 
the introduction of existing literature. Section 3 discusses SLR methodology. Section 4 
presents the result and discussion whereas Section 5 elaborates on the threats to validity. 
Section 6 presents the conclusion and future works.  

2. Analysis of Existing Literatures 
Five SLR studies were found to be related to the domain of MBT for SPL as shown in Table 
1. In terms of SLR, Razak et al. [3] discussed the general overviews of MBT for SPL. They 
classified MBT in terms of domains, approaches, and existing models that have been applied 
in SPL. However, this work lacks in discussing the existing issues, solutions and evaluation 
methods of MBT.  

 
Table 1. Summary of related SLR studies 

Study 
Type 

References Scope Year of 
Publication 

Total Papers 
Reviewed 

Years 
Covered 

SLR Razak et al. [3] MBT in SPL 2017 25 2005-2015 
Saeed et al. [4] Search-based for MBT 2016 72 2001-2013 
Jihyun et al. [5] Test Criteria for SPL 2020 78 2014-2017 
Maíra et al. [6] SPL 2020 60 1999-2017 
Matias et al. [7] Variability Model 2021 43 2007-2018 

 
Saeed et al. [4] specifically reviewed search-based techniques via MBT in the software 

engineering domain. The results indicated that many solutions and techniques exist, but the 
study did not consider how MBT research is being evaluated by existing researchers in the 
software engineering field. Jinyun et al. [5] conduct SLR on test coverage criteria for SPL. 
This study clarifies the test coverage based on 63 selected studies from the year 2014 until 
2017. This study is differing from our aim since it is more on a test basis and test coverage. 
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Maíra et al. [6] cover SLR in terms of evolution. However, this study covers different 
evolution artifacts implemented in SPL for a variety of domains. Matias et al. [7] worked on 
SLR for the variability model in SPL. This study differs from our aim to categorize MBT for 
SPL in solution, issue and evaluation. All these SLRs have provided a good overview of the 
current issues in each domain. However, none of them provides a comprehensive inspection 
of the whole aspects of MBT in SPL in a single report. We believe that an SLR trends report 
can ease the researcher’s work in exploring relevant literature. Based on the existing review, 
this study can provide new contributions in different facets such as in terms of weaknesses of 
previous approaches and issues with SPL core assets since this work focused on multiple facets 
of MBT in SPL. 

3. Systematic Literature Review (SLR) Methodology 
SLR is defined as the process of identifying, evaluating, and integrating findings from previous 
research to address research questions and interests of new research. In order to have an 
acceptable analysis from this SLR, protocol guidelines provided by [11] were strictly observed. 
The guidelines outline several steps in developing an SLR, including review protocol 
development, conducting reviews, results from the analysis, and conclusion discussion which 
helps focus to increase the transparency of researched products and reduce research biasness. 

3.1 Research questions 
Kitchenham [12] provided guidelines to frame research questions based on criteria defined by 
researchers in the Software Engineering domain. These guidelines have five main elements 
that lead to the best searchable question. The guidelines are based on the Population, 
Intervention, Comparison, Outcome and Context (PICOC) criteria collected from other 
sources. Based on guidelines, the research questions of this SLR have been constructed as 
displayed in Table 2.   
 

Table 2. Summary of SLR’s research questions 
Research 
Question (RQ) 

RQ Statement Motivation 

RQ1 What are the issues solved based on 
MBT for SPL? 

To know the trends of issues highlighted 
for implementation of MBT for SPL. 

RQ2 What are the current MBT solutions 
that have been applied to solve the 
issues in SPL? 

To help other researchers to evaluate 
previous research solutions for their 
related experiments.  

RQ3 What are the types of evaluation 
used to measure the quality of MBT 
results for SPL? 

To helps researchers select types of 
suitable evaluation to verify the results of 
testing based on MBT. 

3.2 Identification of relevant studies 
The process of collecting relevant studies from selected search engines and online databases 
is depicted in Fig. 1. We divided the process into two phases. The first phase consists of 
collecting published studies. Next, the snowball process is used to combine the sources from 
the manual and automated search processes. Then, all irrelevant studies and unrelated papers 
were removed, resulting in the final selected studies. Detail for each phase is provided below: 
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3.2.1 Phase 1: Collecting Primary Studies 
This phase includes the process of searching for an updated list of primary studies. We 
performed an automated search process on four main database engines: ScienceDirect, ACM, 
IEEEXplore and SpringerLink. Table 3 lists the search strings applied for automated and 
manual searches. The majority of publications in the Software Engineering field are found in 
Springer, ScienceDirect and IEEEXplore, while the majority of SPL studies are found in 
ScienceDirect and SpringerLink. From this task, we obtained 315 studies of automated and 71 
studies manual.  
 

 
Fig. 1. Publication search procedures 

 
Table 3. Search strings 

Terms Search strings 
SPL terms: “software product line”, “software product family”, “product line”, “product 

families”, “software family”, “system families”, “variability”,  
Testing: “test”, “testing”, “software testing” 
Model based terms: “model-based”, “model based”, “MBT”, “model driven”  

3.2.2 Phase 2: Selection Strategies 
In this phase, we identified duplications and unrelated topics of studies. Unrelated papers were 
removed upon scrutinizing the publications’ titles, abstracts, and introductions. Next, inclusion 
and exclusion criteria were established to assess the best list of publications. We applied 
inclusion and exclusion criteria based on the titles and abstracts of published studies listed in 
Table 4. Next, for exclusion criteria for example out of scope, redundant papers, papers that 
did not focus on SPL testing, and papers that were written in languages other than English 
were also removed. This task aimed to ensure only relevant studies are included in this research. 
At the end of this phase, we ended up with 211 publications. 
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 16, NO. 5, May 2022                                    1565 

Table 4. List of exclusion criteria 
Exclusion Criteria Details 
Out of Scope By checking the abstract and introduction sections, unrelated topics is figure 

out. 
Abstract Paper We exclude papers based on their posters, tutorials and editor keynotes. 
Language We exclude papers that use other languages aside from English. 
Comparison Paper We exclude comparison papers that only perform comparison of previous 

studies. 
 
Next, a quality assessment was done on the preliminary collection of papers. Data extracted 

for this assessment include year, title, authors, source and types of publication, objectives, 
problems solved and notes. This screening process was done by two researchers to prevent any 
bias in the selection process. Discussions were done to settle any disagreement and uncertainty 
related to this assessment process. A set of questionnaires based on practice of conducting 
empirical research especially in Software Engineering and Critical Appraisal Skill Programed 
(CASP). As listed in Table 5, the questionnaire used consists of 10 questions. Upon 
completion of this phase, only 63 studies have been selected. The primary studies were 
categorized according to publication types, which include journal, conference paper, workshop, 
book and thesis. In Table 6, out of the 63 studies, 36 consists of conference papers, 19 journal 
articles, seven theses, one article and one book. 
 

Table 5. Quality assessment questions 
No Details Issue 
1. Assessment questions Report 
2. Does the paper provide clear research aims? Report 
3. Does the paper have clear problem statements? Relevance 
4. Are there adequate descriptions on the context carried out? Relevance 
5. Does the paper state the current issues to be solved? Rigor 
6. Are the proposed strategies clearly described? Rigor 
7. Is the case study implemented in the paper? Relevance 
8. Does the research contributes to the research community? Credibility 
9. Does the paper provide sufficient data analysis process? Credibility  
10 Are there clear findings statements in the paper? Relevance 

 
Table 6. Summary of primary studies collected based on publication type and year 

 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 All 
Journal 1 1 3 - 2 2 3 3 1 1 1 1 19 
Conference 3 1 3 5 8 2 4 1 2 3 2 2 36 
Workshop - - - 1 - - - - - - - - 1 
Thesis - - 1 - 2 - 1 1 - 1 1 - 7 
Book - 1 - - - - - - - - - - 1 
Total 4 3 7 6 12 4 8 5 3 4 4 3 63 

4. Results and Discussion 
In this section, firstly, the overview of MBT in SPL is elaborated according to taxonomy as 
illustrated in Fig. 2. The purpose of this step is to assess state-of-the-art MBT in SPL research. 
Each RQ1 until RQ3 describes one facet of the taxonomy.  
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4.1 Classification Schema 
This section discusses how the taxonomy classification facets are defined. Issues facet reviews 
the issues raised by the researchers. Solutions facet refers to the proposed solutions to solve 
issues and achieve good testing results in SPL. This facet covers solutions provided in different 
processes. Evaluations facet refers to assessments carried out by researchers to evaluate their 
proposed work in the primary studies. This facet is used to assess types of case studies, faults, 
coverage and cost of the proposed solutions. The next section will describe details on each 
MBT trend based on the facets defined earlier.  

4.2 RQ1. What are the issues solved based on MBT for SPL? 
Issues facet comprises two categories, which are core assets and test cases quality. Each 
category will be discussed as follows: 
 

 
Fig. 2. Classification trends of MBT for SPL in taxonomy form 

 
Core Assets  

As depicted in Fig. 3, core assets were highlighted in 23 out of 63 primary studies (36.5%) 
covering variability requirement and reusability issues. Variability issue was reported in 11 
studies [13]–[20]  whereas requirement issue was reported in three studies [21]–[23]. From the 
analysis, it is evident that variability is highly emphasized by researchers, indicating the 
importance of managing variability in SPL through any means including MBT. Techniques 
for handling variability need to be kept simple and efficient to manage variability abstraction 
effectively. In addition, there are issues related to variability modeling that was purposely used 
to handle variability complexity. Reusability in SPL also highlights concerns by previous 
researchers. This issue has been discussed in nine studies [15],[17],[22]–[28]. Reusability is 
still an open issue in SPL to satisfy high-level quality attributes. Since the key purpose of SPL 
is to develop the core assets, it requires a reusability attribute in the core assets to ensure that 
common functionality and variability can be captured among products.  
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Test Case Quality 
Test case quality is also one of the issues that are frequently highlighted by researchers in 

primary studies. We found that there are four types of test cases related to quality issues 
comprising performance, usability, functional suitability, and reliability. Quality attributes 
were emphasized in 31 out of 63 primary studies (49.20%), and some studies focused on more 
than two quality attributes. Performance is the most popular quality attribute issue. This issue 
is related to the efficiency of an approach to handle a large number of product variants. This 
issue often occurs in SPL as end users are incapable to customize SPL product variants. The 
results showed that performance attribute was highly investigated from 2004 until 2015. 
Performance was highlighted in 13 studies [16],[19],[27]–[37]. 

Functional suitability is also one of the quality attributes emphasized in five studies [27], 
[30],[34],[38],[39]. Reliability attribute related to faults is one of the quality issues in MBT 
for SPL. The fundamental issue in software testing is to relate results with software faults. In 
this SLR, reliability issue related with faults is covered in eight primary studies [34],[35],[40]–
[45]. Next, usability attribute is also one of the quality attributes highlighted where in this SLR, 
the attribute was highlighted in five studies [15],[20],[21],[41],[43]. 

 

 
Fig. 3. Bubble plot of MBT in SPL issues 

 

4.3 RQ2. What Are the Current MBT Solutions That Have Been Applied to Solve 
Issues in SPL? 
 As depicted in Fig. 4, solutions sub-category is further divided into four main parts consisting 
types of models, MBT techniques, MBT tools, and model frameworks. Detail of each sub-
category will be described in the following sections:  
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Fig. 4. Classification trends of solutions 

 
Types of Models 

Types of models refer to the model that was used to improve the limitations of previous 
studies. Different model styles lead to different levels of efficiency and functionalities. The 
various models implemented in the primary studies are provided in Fig. 5. The results show 
that the UML model is mostly utilized compared to other models. In total, 26 out of 63 (41.26%) 
primary studies used multiple UML types in their studies. Commonly utilized UML models in 
MBT for SPL include statecharts, use cases, activity diagrams, class diagrams and sequence 
diagrams. Statechart was found in 17 primary studies whereas use cases were found in six 
primary studies.  

 

 
Fig. 5. Types of models implemented in MBT for SPL 

 
Meanwhile, sequence diagrams were found in three primary studies [31],[42],[46]. Class 

diagrams were found in two primary studies. However, similar to sequence diagrams, class 
diagrams have also been integrated with other models to form a single approach for generating 
test cases [23],[47]. SPL model comprises FM, OVM and delta model. SPL model was found 
in 16 out of 63 primary studies. There is only one study reported the usage of OVM and three 
studies reported the use of the delta model. Instead of capturing variability, additional 
functionalities were used to identify valid product configurations [48], configure MBT model 
parameters [17], integrate with other models such as UML [49], and capture overall test cases 
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[50]. We found that in these recent years, there are studies that implemented delta modeling 
as an independent transformations variability approach for SPL development. The method is 
used to capture commonality and variability by using deltas as operations [51],[52]. 

Combination types refer to primary studies that combine the usage of more than one type 
of model in a single approach. There are 17 out of 63 studies using combination model types. 
In this area, many studies combined the functionality of the SPL model with UML [58] or 
mathematical model [53]. A mathematical model was used in 15 out of 63 primary studies. 
This category comprise four mathematical-based models, encompassing Markov chain, Parnas 
table, directed graph, and Label Transition System (LTS). LTS model was used in eight out of 
ten primary studies. Feature Transition System (FTS) and Modal Transition System (MTS), 
which are extensions of LTS were used in two out of five LTS model studies. Markov chain 
was used in three out of ten mathematical model categories. Meanwhile, the directed graph 
was used in one out of ten mathematical models. In addition, one primary study based on the 
set of tables was presented. 

 
MBT Techniques 

For the MBT technique, there are seven sub-categories comprising model transformation, 
model verification, incremental-based, fault-based, requirement-based, multi-objective 
search-based, and hybrid techniques. Fig. 6 shows the types of MBT techniques implemented 
in SPL. There are 28 studies that applied and proposed techniques in solving product line 
issues. The model transformation was applied in seven out of 63 primary studies from 2010 
until 2019.  

Four types of model transformations process were found, consisting of flattening, oracle, 
code generation, and data generation. Several researchers proposed a model transformation by 
flattening the model into a propositional formula [23],[54]. Other primary studies covered 
model-to-code transformations based on metamodel [47],[55]. For test generation, several 
studies proposed model transformation in delta modelling [20] and dynamic model [41],[56]. 
Model verification technique or also known as MBT model checker has been implemented in 
eight out of 63 primary studies comprising code [45],[57] and design model checking 
[33],[37],[46],[58],[59]. Several works studies proposed model checking that improves 
variability-aware analyses by encoding SPL variability to simulate test cases [44]. The 
incremental-based approach was also applied in SPL through MBT where two out of 63 
primary studies [16],[35]. The fault-based technique was found in six out of 63 primary studies. 
The technique is used to identify faults in modelling [60],[61] and improve the quality of 
testing [45],[46],[62],[63]. Fault-based MBT is proposed to manage SPL variability. Mutation 
testing was introduced to enhance the quality of this technique. Meanwhile, the requirement-
based technique was found in two out of 63 primary studies. The technique is used to generate 
test cases for each SPL requirement [30],[46].  
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Fig. 6. MBT techniques for SPL 

 
In addition, four studies implemented multi-objective search-based technique to achieve 

high coverage [64], optimization [37],[62] and generation of test cases [65]. Optimization 
strategies in MBT are often implemented by using search-based algorithms to handle test 
selection, minimization, and prioritization. In terms of algorithms, CIT and heuristic have been 
used to solve optimization problems. In this SLR, MBT techniques that are used in 
combination are considered as hybrid approaches. Two primary studies implemented a hybrid 
approach in MBT for SPL. Tripartite-oriented technique comprising aspect-oriented, feature-
oriented, and object-oriented techniques in a single approach was used to support MBT 
[66],[67]. The hybrid technique implemented as a single approach remains deficient in 
handling a large number of SPL product features.  

 
MBT Tools 

As depicted in Fig. 7, MBT tools were used in 19 out of 63 primary studies, comprising 
commercial tools, open-source tools, and developed tools. A commercial tool refers to any 
tool that requires an official license before installation. Open-source tool refers to any tool that 
is available freely and can be downloaded from the internet. Meanwhile, a developed tool 
refers to any tool that is developed by researchers in primary studies for academic purposes.  

Five commercial tools were found in the primary studies comprising IBM software 
products [29],[37],[59],[68], Pure::Variants [17],[34],[50],[52],[53], AspectT [60], Test 
Development for UML (TDE/UML) [49], and Automatic Efficient Test Generator (AETG) 
[39],[70]. Five primary studies used open-source tools to develop models, generate test cases, 
and execute tests. The tools comprise of FeatureIDE [48],[52],[71],[72], PLEDGE [65], 
TopCased [73], Microsoft Spec Explorer [74] and NModel [49][47]. For developed tools, nine 
tools were proposed by researchers for academic research comprising Unified Modelling 
Language All Purposes Transformer (UMLAUT) [68], Test Generation Language (TGL) [43], 
Partition Test Generator (ParTeG) [75], Common Variability Language (CVL) [47], Import 
Plugin and Transformation (IPT) [66], DeltaTables [67], Transformation-based Tool for 
UML-based Testing (TRUST) [34],[64],[76], AGEDIS [51],[77] and, Alloy [69],[78],[79]. 
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Fig. 7. MBT tools for SPL 

 
Model Framework 

There is also model framework proposed to conduct MBT for SPL. There are 12 out of 63 
studies that discussed processes involving testing. As depicted in Fig. 8, we categorize model 
framework into three main categories which are optimization framework [28], test generation 
framework [19],[23],[28],[37],[76]–[78], and evaluation framework [15],[30],[40],[43]. In 
terms of test generation framework, seven MBT frameworks were proposed, covering mainly 
delta-oriented processes and test case derivation processes. Four studies proposed MBT 
evaluation frameworks to evaluate MBT techniques implemented in SPL. In terms of 
optimization framework, formal frameworks were proposed to optimize test suites from a set 
of product variants by using linear programming. 

4.4 RQ3. What are the types of evaluations used to measure the quality of MBT 
results for SPL? 
As depicted in Fig. 9, four evaluation types were used by researchers to evaluate their proposed 
solutions, namely types of case study, cost, faults, and effectiveness. These evaluations are 
often used to validate the effectiveness of testing from test cases generated. The following 
sections describe each evaluation type.  
 
Types of Case Studies 
Types of case studies are used to measure the strengths and weaknesses of the proposed work. 
As depicted in Fig. 10, case studies can be divided into three types comprising experimental, 
industrial, and random case studies. Out of the three categories, an experimental-based case 
study was chosen by a majority of researchers in 25 out of 63 (39%) studies, followed by an 
industrial case study in 20 out of 63 (31%) studies, and lastly, a random case study in 19 out 
of 63 (30.0%) studies.  
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Fig. 8. MBT frameworks for SPL 

 
 

 
Fig. 9. MBT evaluation trends 

 
Further, it is observed that case studies which are one of the quantitative research methods 

depended heavily on the types of SPL products being researched. An experimental-based case 
study is a popular choice among researchers to conduct SPL research followed by an industrial 
case study. This shows that MBT is not only applicable in the academic sphere but also useful 
in the industrial sphere. In contrast, some researchers choose to pick random case studies to 
be used in SPL research, for example, open-access case studies hosted in the SPLOT repository. 
This process is a legitimate approach to conducting a research. Occasionally, some of these 
randomly handpicked case studies have been used in previous SPL research as benchmarks. 
Results show that industrial and academic research are highly concerned in solving SPL issues 
based on MBT.  
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Fig. 10. Types of case studies 

 
Cost 

Cost analysis is related to the cost of selection, generation, and execution of test cases [80]. 
In this SLR, the cost was determined by inferring previous techniques used to measure cost. 
Based on the analysis, 57 studies (90.4%) were found to utilize either a single technique or a 
combination of more than one technique to measure cost. Referring to Table 7, test suite size 
is the most preferable technique to measure cost and was used in 20 out of 63 empirical studies. 
This method is used to measure cost for test generation by comparing the size of the test suite 
in pre and post-application of proposed solutions. Specifically, statistical analysis was used to 
compare the size of test suites generated, including Vargha and Delaney statistics, Kruskal-
Wallis, and Mann-Whitney U test.  

 
Table 7. Cost Measurements 

Types Cost Measure Related studies 
Size  Test suite size [20],[27],[30],[33],[36],[40],[44],[45],[50],[61],[62], 

[64],[65],[81]–[87] 
Cost of single test case [18],[29],[37],[42],[50],[53],[80],[88] 

Time Test execution time [27],[28],[30],[41],[48],[50],[59],[61],[70],[88] 
Optimization time [35],[36],[48],[53],[89] 
Bounded cost of execution time [36],[62],[64],[86]  
Time for finding defects [35],[37],[45],[53],[60],[67],[80],[84],[89],[90] 

 
Aside from that, mathematical formulas have also been used to measure the extent of 

similarity of test configurations. Jaccard distance [65] computes the size of intersection 
similarity that exists in a sample test suite. The second most reported cost measurement 
technique is execution times to find defects and test execution times with 10 studies. This cost 
measurement technique is used to measure the total time taken by test execution to generate 
test suites. Quantifying the cost of a single test case was observed in eight studies. These two 
techniques are not commonly used to measure cost since MBT is commonly used to generate 
test suites. In addition, optimization is one of the most recent strategies in MBT. However, 
only five studies have implemented the cost of optimization time for SPL. Meanwhile, 
bounded cost of the execution time was observed in only four primary studies.  
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Faults 
In this SLR, evaluation metrics used to measure faults discovered were also reviewed. As 

depicted in Fig. 11, eight evaluation metrics were used in the primary studies to measure faults. 
These metrics were arranged based on year type. Overall, 27 studies (42.8%) have either 
reused existing evaluation metrics or proposed new metrics. From the analysis, Average 
Percentage of Fault Detection (APFD) is the most popular metric used in six out of 63 (9.52%) 
primary studies, where it is used to measure fault detection capability [39],[53],[67],[86],[90], 
[91]. On the other hand, four out of 63 studies (6.34%%) utilized multi-objective search-based 
metrics [17],[53],[64],[90] and four studies used distance metrics (6.34%) [84],[89],[92],[93]. 
Other metrics include three studies (4.761%) on Fault Detection Rate (FDR), mutation analysis 
and tuple frequency [45],[86],[94]. There is one study (1.58%) on Average Percentage of 
Changes Covered (APCC)  and Fault Detection Time (FDT) [36],[95]. There are two studies 
(3.17%) that proposed reusability metrics to evaluate reusability [96].  

 

 
Fig. 11. Bubble plot of fault evaluation metrics 

 
Based on the analysis, several studies utilized more than one evaluation metric in order to 

compare the results of test case generation, optimization, and selection. APFD is frequently 
used to evaluate the detection faults in each test suite. APFD is utilized in various MBT areas, 
comprising test case generation and test case optimization. Meanwhile, multi-objective search-
based metrics are also popular since there is a demand to evaluate fault, cost, and effectiveness 
for test case generation. There is only one study that developed new evaluation metrics, namely 
FDT and APCC metrics. APCC is also a new metric that was proposed to validate faults, which 
was adapted from APFD [45]. The metric was proposed since no failure information was 
available to measure the changes in product variants. The reusability metric has been 
implemented in SPL to measure the core assets. There are two studies that have proposed a 
reusability metric in MBT for SPL.  

 
Effectiveness 

Effectiveness in SPL is commonly measured by using coverage-based criteria. Coverage-
based criteria establish the parameters of effective testing based on the goal defined by 
researchers. As depicted in Fig. 12, four sub-categories of coverage criteria are used in primary 
studies, comprising fault-based coverage, model-based coverage, data coverage, and feature-
based coverage. Fault-based coverage was adopted to solve issues and errors that cannot be 
solved by n-wise coverage [94]. Based on analysis results, nine out of 63 studies applied fault-
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based coverage in MBT for SPL by implementing mutation testing. This method is rarely used 
since it involves expensive process [92]. Model-based coverage that covers six criteria, 
comprising path, all-states, all-action, all-transition, branch, and statement coverage was used 
in 14 out of 63 primary studies. Path coverage exists in many MBT test generators. It is an 
efficient method to use when there are a large number of products to test. All-state coverage 
was found in a limited number of studies since this coverage is recognized as the weakest 
coverage criteria [83]. The all-states coverage process requires each state to be visited at least 
once. Next, data coverage refers to n-wise coverage that is commonly applied in MBT to 
automate test generation and fulfil n-wise test adequacy criteria in two primary studies 
[27],[39]. This method is used to minimize combinatorial space by considering all product 
configurations with the primary aim of detecting faults in testing. In terms of test generation, 
researchers have explored strategies to satisfy the n-wise coverage of a test suite generated. 

Next, 12 of 63 primary studies applied for feature coverage in testing. Three out of 63 
studies utilized multiple types of coverage to evaluate test cases and model-based coverage 
[28],[40],[89]. Meanwhile, nine out of 63 primary studies measured the quality of MBT by 
using coverage and fault. On the other hand, six primary studies applied three types of 
evaluations, whereas three primary studies applied coverage and cost. Based on these trends, 
cost, fault, and coverage are highly emphasized in MBT for SPL research. Coverage acts as a 
proxy to validate the quality of the test suite. Coverage is frequently used in MBT for SPL as 
it is often used as an indicator to measure the effectiveness of the test suite. However, sole 
implementation of coverage as a completeness indicator is inadequate to yield a good testing 
quality. It is so because other test qualities also need to be measured such as effectiveness in 
terms of fault and cost of implementation. For the cost, many empirical studies quantified cost 
in terms of test suite size and execution time. Whereas, in fault measurement, APFD is widely 
used to quantify fault detection. In this recent years, two other quality indicators namely cost 
and fault is relatively new in MBT for SPL. Thus, much work is needed to implement all three 
types of quality measures (coverage, cost, and fault) in a single empirical study. 

 

 
Fig. 12. Bubble plot of coverage criteria 

4.5 Research Findings 
A detailed summary is given in this section based on the review analyses. Industry players 
expect to generate test cases efficiently, utilizing shorter duration and minimal implementation 
cost. Due to this, researchers often seek to obtain the best test case generation solutions that 
fulfill those requirements. Many studies focused on MBT test case generation techniques as 
solutions to manage variabilities. The current MBT techniques still require further 
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enhancements since there is an open challenge on scalability with related to large SPL product 
space. Furthermore, there are also issues in the performance of existing MBT techniques, such 
as the implementation of multiple model types in a single approach and the validity of a model 
to be used as a medium for test generation, which is sometimes overlooked in testing. Aside 
from that, current testing strategies also need to be improved to better handle product variants. 
Test cases with maximal coverage that can be generated in minimal execution time. The multi-
objective problem is used similarly with this evaluation measure in MBT for SPL. Next, a 
summary of this SLR is provided below: 
MBT research is still broadly open: From the analysis, a new improvement to existing 
approaches are constantly implemented. From the results, researchers proposed different kinds 
of solutions based on the problems in terms of scalability, finding defects, and model 
enhancements. There are many open issues related with these problems that have been 
investigated by researchers. Therefore, it can be concluded that further investigation is 
required in the field of MBT for SPL research towards discovering further elements that can 
contribute towards the enhancement of SPL testing strategy. 
Advantages and limitations of individual technique to solve variability issue: Several 
techniques can be used to represent SPL requirements in terms of test scenarios, test behavior, 
transition probability, and mutation operators. However, certain techniques have limitations 
in terms of requirement process and pre-processing developments. These limitations could 
lead to issues that may affect the quality of generated test cases. Limitations include usage of 
too many model types in single approach, complex model transformation, and clumsy model 
notations indicate that much enhancement is required to improve the issues.  
Single quality metrics are inadequate to validate the effectiveness of the testing results. There 
is demand by the industry to consider cost and fault as metrics to assess testing techniques and 
for the development of efficient test case generation solutions. Researchers have started to 
measure the quality of MBT test case generation by using cost and fault-based metrics, 
however, the research is still in the early phase since most of the primary studies chose to use 
traditional common metrics. 

5. Threats to Validity 
There are limitations in terms of publication bias, robustness of taxonomy, size of publications 
reviewed and data extraction inaccuracy. The search process was restricted to finding 
publications published in English language only. However, some publications in other 
languages still appeared in the search. Thus, each paper was manually checked to ensure that 
the study was published in English. Issues including unclear studies descriptions, ambiguous 
objectives, and vague conclusions had led difficulties to classify and summarize findings. 
Furthermore, due to the nature of academic research, this SLR does not guarantee that all 
primary studies concerning MBT for SPL have been included. There is an obvious challenge 
to capture all suitable search strings that reflect the entire review topic. Despite this, the SLR 
has tried to capture most of the publications related with the topic. Another potential threat 
that affects this SLR is the robustness of the taxonomy concerning its ability to review all 
primary studies adequately.  
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6. Conclusion 
The purpose of this study is to define SLR based on classification trends and issues of MBT 
in SPL. The outcome of this SLR will assist researchers to generate new ideas concerning the 
research of MBT for SPL domain. In addition, the taxonomy also can give new researchers to 
understand the roadmap of MBT in SPL. The following is a list of important points drawn out 
from this study where possible improvements and enhancements can be made :- 
1. Issues on scalability, reusability and test model to represent variability as test model 

artefacts need to be investigated further. The quality of test cases from proposed tools, 
model notation, and approaches required multiple measurements.  

2. There are limited number of studies focusing on model-based test execution in application 
engineering process compared to requirement gathering and test generation processes. 

3. In recent years, there is an emerging trend of implementing search-based algorithm as a 
solving technique in MBT for SPL involving the process of test case generation and 
prioritization.  

4. The balance trade-off demands for cost and effectiveness measures in MBT for SPL can be 
achieved by implementing multi-objective optimization. 
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